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As our National Science Day 2025 on February 28 approaches, there is a flurry of ac-
tivities and great excitement in the Department of Physics. Commemorative events are
being planned, lectures are being organised, night sky watching of Planet Parade-2025
and other public outreach programmes are underway. The Department is bustling with
scientific activities. The newly created Heritage Science Museum in the Department has
become a cynosure of all eyes. It does not only preserve laboratory equipment of histori-
cal significance for posterity but traces a timeline through the Department’s history. To
top it all, The Physics Bulletin-2025 —an academic accomplishment— is a real feather
in our cap.

The erudite article by our revered teacher and former Chairman, Professor R. Prasad, on
Positron Emission Tomography is of essence in cancer diagnosis. Besides being rich in
information, it illuminates the issues at stake. The thought-provoking essay of Professor
Afsar Abbas on Two Independent Geometries and Two Independent Quantum Mechan-
ics calls forth an effulgent blaze of original and diverse ideas. These articles will have
an indelible impression on all of us. The legacy of Professor Harnam Singh Hans is well
recorded by Professor B. P. Singh, in his elaborate and interesting article. Professor Hans
built a Cockcroft-Walton Neutron Generator in our department in 1958 by dint of his hard
work, tenacity and support of Professor Piara Singh Gill, Dr. D. C. Sarkar and Dr. C. S.
Khurana. The accelerator was first of its kind in any Indian University. Professor Zafar
Ali Khan interestingly elucidates the life and legacy of Professor Israr Ahmad. Leading
a life of great simplicity, Professor Ahmad was a man of many distinctions. The theory
group flourished and excelled under his able leadership. It seems we can’t hold a candle
to our great teachers though we are doing our bit. We value deep respect for their lasting
legacy and immense contributions. It is our duty to add to that legacy, not just live off it.

I am lost in admiration of fresh and scholarly essays on variety of miscellaneous top-
ics of modern Physics written by my students in rigorous detail. I am grateful to my
colleagues, alumni and my teachers for their profoundly insightful contributions, which
reflect their ability and dedication to their research and teaching. They have always been
playing a pivotal role in intellectual development as well as in fostering scientific enquiry
in young minds.

I am indebted to the editors and reviewers, who pulled out all the stops in completing
the Bulletin with diligence, insight, and meticulous preparation. Besides being carefully
edited, it is attractively presented. I am thankful to Mr. Maaz Moonis for the beautiful
artwork and skilful typesetting.

My heartfelt appreciation is due to the Interdisciplinary Department of Remote Sensing
and GIS Applications for conducting high performance drone-based aerial survey and
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providing a high-resolution Ortho-Mosaic imagery of the Department of Physics on a
complementary basis. Their team’s proficiency in employing the DJI Movic 3E pho-
togrammetric system and Pix4D software has resulted in an outstanding dataset that
will significantly aid infrastructure planning in our department.

This erudite Physics Bulletin deserves a wide reading.

With best wishes,

Prof. Anisul Ain Usmani
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(Left to Right) Prof. Naima Khatoon (Vice Chancellor, Aligarh Muslim Univer-
sity), Prof. Sartaj Tabassum (Dean, F/o Science, Aligarh Muslim University) and
Prof. Anisul Ain Usmani (Chairman, D/o Physics, Aligarh Muslim University)
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Editors’ Note
The Physics Bulletin 2025 presents a diverse collection of articles showcasing groundbreaking
research, innovative technologies, and the transformative impact of physics on science and so-
ciety. This issue celebrates both the past and future of physics, honoring the contributions of
pioneers within our academic community and the global scientific landscape, while presenting
the latest advancements across various disciplines.

We have categorized the articles into distinct themes, including Physics Nobel Prize (2024)
& Theoretical Physics Advancements, Particle Physics and Cosmology, Applied Nuclear Physics
& Imaging Techniques, Material Science & Emerging Technologies, Liquid Crystals & Machine
Learning, and Legacy and Historical Perspectives. While other thematic groupings are also pos-
sible, we believe this arrangement best captures the scope and diversity of the content.

The issue begins with groundbreaking Physics Nobel Prize (2024) & Theoretical Physics Ad-
vancement. Abdul Quadir and Haider Hasan Jafri explore the remarkable journey of the 2024
Nobel Laureates in Physics, John J. Hopfield and Geoffrey E. Hinton, who bridged physics
and artificial intelligence. Next, Syed Afsar Abbas presents pioneering work that proposes a
paradigm uniting physics and biology, addressing fundamental mysteries like dark energy and
quantum nonlocality. The editors adopt a neutral stance, encouraging readers to engage with the
author’s perspective and draw their own conclusions.

Particle Physics and Cosmology follow, featuring thought-provoking discussions on supersym-
metry, the fate of the universe, and the monumental scientific achievements from LEP to the
LHC, and finally to The Alpha Magnetic Spectrometer. Sudhir Kumar Gupta and Surabhi
Gupta highlight the cutting-edge research on supersymmetry, Najimuddin Khan, in “Will the
Universe End? A Particle Physics Perspective” discusses the Universe’s stability based on the
Standard Model (SM) and Higgs potential, Mohsin Khan pens the discoveries made possible
by the LHC and Meeran Zuberi writes on AMS-02. The final article in this section “Exploring
Unusual Measurements of Neutron Stars: HESS J1731-347, XTE J1814-338, and Beyond” by
Ishfaq Ahmad Rather and Anisul Ain Usmani focus on extreme astrophysical objects and their
implications for dense matter physics aligns closely with the section’s exploration of fundamen-
tal physics and cosmic mysteries. These articles offer insights into the monumental efforts and
discoveries that continue to reshape our understanding of the cosmos.

In Applied Nuclear Physics and Imaging Techniques, we explore advancements in nuclear
imaging, such as positron emission tomography (PET), as well as the vital work done in radi-
ation exposure assessment. Articles here connect fundamental physics with real-world applica-
tions, particularly in medical and environmental health. R. Prasad elucidates the significance
of positron emission tomography (PET) in cancer diagnosis, while B. P. Singh and R. Prasad
examine the health implications of natural radiation exposure.

Material Science and Emerging Technologies showcases the intersection of fundamental science
and emerging technological fields. In the article “Notes on Fundamentals of Lasers, Mubashshara
Fatma and Haris Kunari, endeavor to illuminate the foundational principles and intricate pro-
cesses underpinning the fascinating realm of lasers. Mohammad Adnan highlights the significant
strides in inorganic-organic hybrid perovskites, Adiba and Tufail Ahmad talk about green energy
solutions like hydrogen as a sustainable energy source, and Lalit Bhardwaj traces Trace Element
Analysis, exemplify physics’ transformative potential in addressing societal challenges and its
potential to transform industries.
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The Liquid Crystals and Machine Learning section connects cutting-edge research in liquid
crystal technologies with the future of machine learning, while also featuring an article on soft-
ware tools for tensor operations - a nod to the growing importance of computational physics in
research and application. Shubham Gupta, Arbaz Khan, and Shikha Chauhan illuminate the
fascinating world of liquid crystal thermometers. Asif Ali and Jai Prakash, in their exploration
of liquid crystals within the realm of Machine Learning, reveal how ML enhances the study
of these remarkable substances. The article by SSZ Ashraf discusses several software tools for
tensor operations, essential in fields like physics, engineering, and machine learning.

In addition to scientific breakthroughs, this issue honors legacies. Articles like Zafar Ali Khan’s
tribute to Professor Israr Ahmad and B. P. Singh’s exploration of Prof. Harnam Singh Hans’
contributions illuminate the enduring impact of educators and pioneers. The final piece, Super-
annuated Faculty Roll of Honour (1912–2024), chronicles the Physics Department’s luminaries
who have shaped our journey over a century, preserving their legacy for future generations.

This bulletin reflects our commitment to fostering curiosity, innovation, and collaboration. Each
article encapsulates the spirit of scientific exploration, inspiring future generations to expand
the frontiers of knowledge.

The editorial team extends heartfelt gratitude to Mr. Maaz Moonis for his diligent efforts
in composing and preparing the articles, as well as managing the technical aspects. We also
express our sincere appreciation to the Reviewers for their generous time and thoughtful re-
views. Our warm applause goes to the Authors who have submitted original contributions for
this issue. Finally, the editorial committee deeply values the Chair, Prof. Anisul Ain Usmani,
for his unwavering support and dedication in ensuring the timely and successful publication of
this Bulletin.

We hope this Bulletin inspires readers to appreciate the profound influence of physics across
disciplines and its promise for a brighter, more innovative future. Let this collection serve as a
beacon of inspiration and a testament to the boundless possibilities of physics.

Below this Editor’s Note, you will find a concise summary of the articles featured in this is-
sue, providing an overview of their key insights and contributions.

1. Abdul Quadir and Haider Hasan Jafri highlight the 2024 Nobel Prize in Physics, awarded
to John J. Hopfield and Geoffrey E. Hinton for pioneering artificial neural networks (ANNs)
and machine learning. Hopfield’s network, inspired by spin glass systems, models associative
memory and minimizes an energy function akin to the Ising model. Hinton’s Boltzmann
Machines, based on statistical mechanics, utilize thermal noise to overcome local minima,
enabling advanced pattern recognition. These breakthroughs, rooted in physics, bridge bio-
logical and artificial neural networks, revolutionizing AI. Their work underpins modern AI
applications, from image recognition to healthcare, showcasing the transformative power of
interdisciplinary science.

2. Syed Afsar Abbas proposes a new paradigm that unifies physical and biological sciences by
introducing independent geometries and quantum mechanics. This paradigm addresses key
conundrums in modern physics: quantum nonlocality, dark energy, and dark matter. Using
topology, Abbas proposes a hidden geometry, derived from Euclidean geometric constructions,
and presents a new approach to quantum mechanics. This framework not only provides
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solutions to the solar system’s description and quantum gravity issues but also extends to
biological sciences, offering insights into consciousness and neurological phenomena. Abbas
suggests this new paradigm is a consistent language bridging physics and biology. The editors
maintain a neutral stance, inviting readers to explore the author’s ideas and form their own
interpretations.

3. Sudhir Kumar Gupta and Surabhi Gupta explore the potential of supersymmetry (SUSY)
as an extension of the Standard Model (SM) of particle physics. While SM explains funda-
mental particles and forces, it faces issues like the hierarchy problem and lacks solutions for
dark matter, gravity, and neutrino masses. SUSY introduces symmetry between fermions and
bosons, solving the hierarchy problem by canceling divergences in Higgs boson mass calcula-
tions. SUSY predicts supersymmetric particle counterparts, with the lightest neutralino as
a dark matter candidate. Despite no direct evidence yet, experiments like the LHC aim to
confirm SUSY, addressing critical gaps in our understanding of the universe.

4. Najimuddin Khan, in “Will the Universe End? A Particle Physics Perspective”, discusses
the Universe’s stability based on the Standard Model (SM) and Higgs potential. He explains
that the electroweak vacuum, where the Universe resides, is metastable and could transition
to a true vacuum due to quantum tunneling or thermal fluctuations, leading to catastrophic
consequences. The discovery of the Higgs boson confirmed key SM parameters, but phe-
nomena like neutrino masses, dark matter, and cosmic inflation suggest the need for physics
beyond the SM. New particles can either destabilize or enhance vacuum stability, influencing
the Universe’s predicted lifetime.

5. The article, authored by Ishfaq Ahmad Rather and Anisul Ain Usmani, titled “Exploring
Unusual Measurements of Neutron Stars: HESS J1731-347, XTE J1814-338, and Beyond”
discusses unusual neutron star measurements, focusing on HESS J1731-347 and XTE J1814-
338. These stars challenge current models of the equation of state (EoS) for dense matter due
to their extreme properties. HESS J1731-347’s low mass and compact structure suggest exotic
internal states, while XTE J1814-338’s small radius and high compactness defy standard
stiffness constraints. Both cases highlight the need for flexible models accommodating soft and
stiff EoS behaviors across density ranges. Observations like GW170817 provide constraints
but struggle to reconcile such extremes. Future studies are crucial for unified insights.

6. In “Largest Scientific Endeavour on Earth: From LEP to LHC”, Mohammed Mohsin Khan
highlights the transition from the Large Electron Positron (LEP) Collider to the Large Hadron
Collider (LHC) at CERN. The LHC, housed in a 27 km tunnel, is the world’s largest and
most powerful particle accelerator, enabling high-energy proton and lead ion collisions. These
experiments unravel fundamental cosmic mysteries, including the Big Bang’s aftermath and
particle physics phenomena. Khan underscores the massive international collaboration, ad-
vanced technology, and critical role of detectors like ATLAS, CMS, LHCb, and ALICE in
achieving groundbreaking discoveries, exemplifying humanity’s quest for knowledge.

7. Exploring the Universe with AMS-02: A Window to Cosmic Mysteries by Meeran Zuberi - The
Alpha Magnetic Spectrometer-02 (AMS-02), installed on the ISS in 2011, is a cutting-edge
detector studying cosmic rays to explore the universe’s fundamental nature. Proposed by No-
bel laureate Samuel Ting, AMS-02 aims to detect dark matter, antimatter, and study cosmic
ray propagation. Its advanced systems, including magnets, trackers, and calorimeters, enable
precise particle identification and measurement. Key findings include unexpected positron
excesses and precise measurements of cosmic ray nuclei, antimatter, and deuterons. AMS-02
continues to shape astrophysics, providing unprecedented insights into cosmic phenomena and
paving the way for refined cosmic ray theories through planned upgrades.
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8. R. Prasad in this write up explains positron emission tomography (PET), a noninvasive imag-
ing technique that identifies abnormal metabolic activity in the body, often signaling early-
stage cancer. PET scans use radioactive tracers like fluorodeoxyglucose (FDG), injected into
the bloodstream. These tracers accumulate in abnormal cells due to higher glucose consump-
tion, emitting positrons that annihilate with electrons, producing gamma rays. Specialized
detectors capture these rays to create detailed 3D images of the affected areas. The technol-
ogy is safe, with tracers quickly decaying without residual effects. PET scans are invaluable
for early diagnosis and treatment planning, exemplifying the crucial role of nuclear physics in
healthcare.

9. “Assessing Exposure to Natural Radiation and Health Implications” by B. P. Singh and R.
Prasad explores the origins of natural radiation, its health and environmental impacts, and the
necessity of evaluating and regulating these sources. The article covers cosmic, terrestrial,
and internal radiation from sources such as outer space, uranium, and bodily absorption.
It discusses the importance of exposure regulation through units like Roentgen, Gray, and
Sievert, with tools like Thermo-Luminescent Dosimeters and gamma spectrometry aiding
assessment. Health risks such as lung cancer and genetic mutations are emphasized, along
with the need for further research and safety measures to manage these risks effectively.

10. Mohd Shuaib, Aquib Siddique, M Shariq Asnain and B P Singh describe the beta energy
spectrum of a 90Sr source using magnetic deflection and a Geiger-Müller counter. Beta
particles from 90Sr decay travel through a magnetic field, curving based on their energy. The
experiment calibrated a spectrometer using a fixed radius of curvature and varying magnetic
fields, correlating field strength to particle energy using relativistic equations. Data revealed a
continuous energy spectrum, validating relativistic kinematics and Fermi’s beta decay theory.
This analysis confirms the precision of the magnetic deflection method for beta spectroscopy,
offering insights into nuclear decay and potential applications in nuclear physics and medicine.

11. Aquib Siddique, M. Shariq Asnain, Mohd Shuaib, and B.P. Singh utilized Rutherford Backscat-
tering Spectrometry (RBS) and the α-transmission method provides quick estimates of foil
thickness by analyzing energy loss of alpha particles, while RBS offers precise, depth-resolved
data, including compositional information. Both techniques yielded consistent results, with
RBS proving especially effective for layered materials. The study highlights the comple-
mentary strengths of these methods, essential for high-precision material characterization in
nuclear physics and material science experiments, ensuring reliable data for studying reaction
dynamics and material properties.

12. In this article, the authors, Mubashshara Fatma and Haris Kunari, endeavor to illuminate the
foundational principles and intricate processes underpinning the fascinating realm of lasers.
Their discourse gracefully narrows its focus to the quintessential three-level (ruby) and four-
level (He-Ne) laser systems, both cornerstone topics in undergraduate and master’s studies.
Despite their academic ubiquity, the authors have discerned a persistent haze of confusion
among students, whose understanding of these luminous marvels often remains tethered to
oversimplified energy-level diagrams. To dispel these misconceptions, the article unveils an
enriched depiction of the He-Ne laser (see Section 5) while weaving together the elegant
tapestry of atomic and molecular physics to reveal the profound mechanisms that breathe life
into laser technology.

13. Mohammad Adnan highlights the potential of inorganic-organic hybrid perovskites, which
merge the complementary properties of organic and inorganic components. These materi-
als exhibit unique structural, optical, electrical, and thermal characteristics, making them
suitable for applications in LEDs, photodetectors, lasers, and solar cells. Research in India,
initiated by pioneers like Profs. Ram Seshadri and C.N. Rao, has advanced through contribu-
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tions from IITs and IISc. Globally, perovskite solar cells have achieved remarkable efficiency
but face challenges like thermal instability. Recent studies focus on 2D structures with stable
excitons and tunable properties, offering significant potential in optoelectronics and renewable
energy solutions.

14. From Molecules to Megawatts: Let Us Talk About Green Hydrogen by Adiba and Tufail Ah-
mad highlights green hydrogen as a sustainable energy solution. It explores its production
via electrolysis, applications in power, transport, and industry, and India’s proactive role
through its National Green Hydrogen Mission. Challenges include costs and infrastructure,
but initiatives drive progress.

15. Trace Element Analysis by Lalit Bhardwaj discusses trace elements, their impact on mate-
rial properties, and analytical methods. It categorizes techniques into destructive and non-
destructive types, focusing on Neutron Activation Analysis (NAA) and Particle-Induced X-
ray Emission (PIXE). These methods identify trace elements with high sensitivity, addressing
contamination in various scientific fields.

16. Shubham Gupta, Arbaz Khan, and Shikha Chauhan explore liquid crystal (LC) thermometers,
which utilize the unique thermochromic properties of cholesteric liquid crystals to measure
temperature. These thermometers display temperature as color changes due to temperature-
dependent variations in the helical pitch of LC molecules. LC thermometers are safe, reusable,
and customizable, offering advantages over traditional mercury and digital thermometers.
Widely used in medical applications like fever strips and industrial monitoring of machinery,
they also find use in consumer products such as aquarium thermometers. Their applications
extend to cold chain logistics, ensuring safe transport of temperature-sensitive goods like
vaccines and perishables.

17. This is the second article on liquid crystals (LCs) that explores their unique characteristics
within the highly sought-after field of Machine Learning. Authors Asif Ali and Jai Prakash
detail the discovery of LCs, their thermotropic and lyotropic phases, and properties such as
birefringence and phase transitions. Machine learning (ML) is highlighted as a transformative
tool in LC research, facilitating efficient classification, phase prediction, structural analysis,
and responses to external stimuli. Future applications, including reinforcement learning and
generative adversarial networks (GANs), are proposed to design LCs with specific properties
and optimize their use across various domains.

18. This article by SSZ Ashraf discusses several software tools for tensor operations, essential
in fields like physics, engineering, and machine learning. Key tools include Mathematica,
which offers both symbolic and numerical tensor manipulation; TensorFlow and PyTorch,
widely used for deep learning and general tensor computation; NumPy, a foundational tool
for numerical tensor operations; and SymPy, ideal for symbolic tensor algebra. These tools
simplify complex tensor computations, enabling efficient problem-solving in multi-dimensional
data analysis, optimization, and tensor algebra. Their use is crucial for researchers and
engineers working with large datasets, theoretical research, and machine learning applications.

19. The document, authored by Zafar Ali Khan, is a tribute to Professor Israr Ahmad, celebrating
his remarkable contributions to theoretical nuclear physics and education. It highlights his
pioneering work in quantum scattering theory, nuclear reaction dynamics, and the Coulomb-
modified Glauber model. The article emphasizes his role in advancing modern education
through initiatives like the Centre for Promotion of Science at Aligarh Muslim University,
where he bridged the gap between traditional and modern educational systems. Prof. Ah-
mad’s collaborations with leading scientists worldwide, including Nobel Laureate Prof. Abdus
Salam, and his mentorship of numerous scholars, have left a lasting impact on the scientific
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community. Beyond his academic achievements, his dedication to Sir Syed Ahmad Khan’s vi-
sion of promoting scientific education among religious seminaries is also acknowledged. Prof.
Zafar Ali Khan reflects on how Prof. Ahmad’s work continues to inspire future generations

20. The Physics Department at Aligarh Muslim University (AMU), founded in 1908, has a rich
history in nuclear physics, significantly influenced by pioneers like Prof. Harnam Singh Hans.
In this article, The Visionary Legacy of Prof. Harnam Singh Hans in Accelerator-Based
Nuclear Physics, B. P. Singh honors Prof. Hans’s transformative role in establishing AMU as
a hub for experimental nuclear physics. Prof. Hans, often called the “Father of Accelerator-
Based Nuclear Physics in Indian Universities”, constructed India’s first Cockcroft-Walton
neutron generator in 1958, laying the foundation for nuclear research. Later, he brought
a cyclotron to Panjab University, further advancing nuclear research in India. His legacy
continues to inspire future generations of scientists and researchers.

21. The last document in this Bulletin, titled Superannuated Faculty Roll of Honour (1912–2024),
chronicles the retired faculty of the Physics Department at Aligarh Muslim University. It
highlights the department’s legacy, listing 103 members, their tenures, and leadership roles,
preserving this history for future generations through detailed documentation.

EDITORS

SSZ Ashraf
Jai Prakash
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From Physics to AI: The Nobel Prize in Physics 2024
Abdul Quadir and Haider Hasan Jafri

Department of Physics, Aligarh Muslim University, Aligarh, UP, India-202002

Abstract

The Nobel Prize in Physics 2024 was jointly awarded to John J. Hopfield and Geoffrey E. Hinton
“for foundational discoveries and inventions that enable machine learning with artificial neural
networks” [1]. The two Nobel Laureates have used tools from physics to develop methods that
are the foundation of today’s powerful machine learning. John Hopfield created an associative
memory that can store and reconstruct images and other types of patterns in data [2]. Geoffrey
Hinton invented a method that can autonomously find properties in data, and perform tasks
such as identifying specific elements in pictures [3]. Their pioneering work has significantly
advanced the field of artificial intelligence (AI), leading to technologies that are now integral
to various aspects of modern life, from scientific research to everyday applications.

1 Introduction

A fundamental property of intelligent biological sys-
tems, such as the human brain, is their ability to
assimilate new knowledge, thereby enhancing their
capabilities. This is a signature of interrelatedness
between memory and learning. Thus, in neuro-
science, it is of fundamental importance to under-
stand how a human brain learns. The organic brain
consists of neurons that are organized in a hierarchy
forming a biological neural network. These neurons
are the nerve cells that show activation and inter-
connectivity to perform a given task.

With the advent of modern computers, there has
been a renewed interest in developing artificial sys-
tems that can be trained using inputs to produce
desired outputs, such as classification and regres-
sion. J. Hopfield, inspired by the studies in neuro-
biology and molecular physics, proposed that such
a task can be accomplished with the help of a net-
work of nodes (or neurons). These networks, known
as Hopfield networks, were among the earliest ar-
tificial neural networks (ANNs). ANNs comprise
nodes with coded values that serve as fundamen-
tal computational units. These nodes are organized
into layers, receiving inputs, processing them, and
passing their outputs to subsequent layers. The con-
nections between active nodes strengthen, whereas
the connections between inactive nodes remain weak.
Although the networks proposed by Hopfield would
demonstrate modest practical benefit, they were
able to store and retrieve data. The idea of Hopfield
networks was further extended by Hinton, who in-
troduced the concept of Boltzmann Machines (BM).
BMs are energy-based models that utilize an energy
function to learn a probability distribution over their
inputs. This approach allows them to model com-
plex, high-dimensional data.

Connecting to physics: Hopfield’s paper draws inspi-
ration from systems comprising numerous interact-
ing elements, exhibiting collective behavior [2]. He
argued that this behavior is akin to that of a “spin
glass”, consisting of disordered magnetic particles.
Hopfield networks share a Hamiltonian identical to
the Ising model [4, 5], leading to stable magnetic
orientations and domains. Hinton and his colleagues
drew from statistical mechanics—a field describing
the statistics of particle ensembles—to introduce
Boltzmann Machines. Named in honor of Ludwig
Boltzmann, whose work laid the foundation for sta-
tistical mechanics, the BM is a spin glass model
with an external field, also known as the Sherring-
ton–Kirkpatrick model [6].

In this article, we will explore two foundational
models in machine learning and artificial intelli-
gence: Hopfield Networks and Boltzmann Machines.
These models have played crucial roles in the evo-
lution of neural networks. We will begin by outlin-
ing the basic principles and fundamental ideas that
laid the groundwork for contemporary advances in
unsupervised learning, optimization, and pattern
recognition, which are central to many modern AI
applications.

1.1 Biological Neural Network

A biological neural network consists of a population
of neurons that are interconnected. These networks
are helpful in understanding the details of nervous
system. A neuron (nerve cell) is capable of firing
electrical signals called action potential. The po-
tential difference between the interior and the exte-
rior of the cell is called membrane potential. This
potential continously changes, and the stimulating

1
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neuron thus produces action potential that propa-
gates with the help of axon. The axon divides into
a large number of branches through which the sig-
nal is transferred to other neurons. These connecting
sites are called as synapses. Through these synapses,
other neurons of the network are activated releasing
neurotransmitters. Schematic representation of a bi-
ological neuron is shown in Fig. 1.

Fig. 1: Schematic diagram of a biological neuron.
Adapted from Ref. [14].

1.2 Artificial Neural Networks
(ANN)

Fig. 2: Schematic diagram of an artificial neural
network. Adapted from Ref. [15].

A network (or a graph) is a structure that consists of
a set of vertices (nodes or points) that are connected
through edges or links. These edges may be directed
if they have a sense of direction, otherwise they are
undirected. If one assigns a number (the weight)
to each edge, these are called weighted graphs. An
artificial neural network is a directed graph where
nodes are described by state variables ni for each
node i having a bias ϑi. A node i may be connected
to the other node k such that the weight correspond-
ing to the link ik is given by wik. Further, a transfer
function fi(ni, wi,k, ϑi)(k ̸= i) decides the activation
of a neuron. To describe the relation with the bio-
logical neuron, the links are called as the synapse,
ϑi is the activation threshold and fi corresponds to
the activation function. An example of an artificial
neural network is shown in Fig. 2.

The neurons can be hidden if they do not com-
municate with the external environment. Hidden
neurons receive signals from other neurons in a net-
work. Another set of neurons may be visible in the

sense that they receive signals from the external en-
vironment. A visible neuron acts as both the input
device and the output device.

Initial contributions to the neural network research
was made by McCulloch and Pitt who proposed
the calculus for developing a nonlinear model for
neural behaviour [7]. Based on these ideas, Rosen-
blatt (1958) proposed perceptron, that is a com-
monly used artifical neuron in neural networks. Fur-
ther, Amari’s proposal to consider the modified Ising
model as an ANN was an initial model of associative
memory and was further popularized by J. Hopfield
[2, 4, 5, 8, 9].

2 The Hopfield Network

John J. Hopfield is a renowned physicist and bio-
physicist whose work has profoundly influenced the
fields of neuroscience, artificial intelligence, and com-
putational physics. His most notable contribution
is the introduction of the Hopfield Network, a type
of recurrent neural network that models associative
memory and computation in a biologically inspired
manner [2, 9, 8]. The Hopfield network bridges the
gap between physics and cognitive sciences, making
Hopfield a pivotal figure in interdisciplinary research.

2.1 Overview

The Hopfield Network, introduced in 1982, is a
form of artificial neural network designed to simu-
late memory retrieval processes. It consists of a fully
connected network of binary or continuous neurons,
where each neuron influences every other neuron
symmetrically. It is primarily used for associative
memory and pattern recognition. Hopfield networks
have connections that form a feedback loop, where
the output of neurons is fed back into the network.
This feedback is the key to the network’s ability to
store and retrieve patterns. Hopfield’s network is a
recurrent artificial neural network which means that
it operates in a cycle constantly feeding information
back into itself. The network is designed to store
patterns. If the input is fed in the form of partial
pattern, it will attempt to complete it based on the
patterns that are stored. This process is known as
associative memory.

2.2 Key Features

• Binary Neurons The original Hopfield Network
used binary neurons. Later, continuous versions
were introduced, extending its applicability to a
wider range of problems.

• Fully Connected Networks It is a fully con-
nected network, where a given node is connected
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to all other nodes.

• Energy Function The Hopfield Network is de-
terministic and the Hamiltonian is similar to that
of the Ising model [4, 5]. It operates on the prin-
ciple of minimizing an energy function, similar to
how physical systems move toward minimum en-
ergy states. The energy function is defined as:

E(S) = −1

2

 i ̸=j∑
ij

wijsisj

+
∑
i

ϑisi. (1)

• Associative Memory The network can store
patterns as stable states or attractors. When
presented with a partial or noisy version of a
stored pattern, the network converges to the clos-
est stored pattern, mimicking how human memory
retrieval works.

2.3 Hopfield Networks: Mathemati-
cal Architecture

The nodes in the Hopfield network are simplifica-
tions of real neurons, they can only exist in one
of two possible input patterns- (a) binary input
vector si ∈ {0, 1} [2] or (b) bipolar input vector
si ∈ {−1,+1} [9]. The Hopfield network at any
time t can be described by considering a state vector
S(t) = [s1(t), s2(t), . . . sn(t)]

T , where T represents
the transpose. Here, si represents the state of the
ith neuron, where si(t) ∈ [−1, 1]. The strength of
connection between two neurons is described by the
weight matrix wij . The synaptic (or weight) matrix
W , for the binary input, can be written as

wij =
∑
p

(2si(p)− 1)(2sj(p)− 1), (2)

which gives the synaptic matrix

W =

w11 w12 . . . w1n

...
. . .

wn1 wnn

 ,

that satisfies the conditions, wij ∈ R, wij = wji and
wii = 0. Further, there is an activation threshold ϑi

for neuron i. Thus, we define an activation threshold
vector ϑ = [ϑ1, ϑ2, . . . , ϑn]

T with ϑi ∈ R. In Fig. 3,
we show a schematic diagram of a Hopfield network
having three nodes Ni(i = 1, 2, 3) with synaptic
weights wij(i, j = 1 . . . 3, i ̸= j).

In the Hopfield network, each node acts as an input
and output device. The network is trained (learning)
by introducing the environmental pattern through
the state vector S(t). The network thus computes
a suitable weight matrix. When an incomplete or
noisy version of S(t) appears, the network evolves

dynamically to complete (correct) the pattern. The
evolution of Hopfield network involves calculating
the synaptic potential given by

hi(t) =

n∑
j=1

wijsj(t). (3)

The update rule for each neuron is given by

si(t+ 1) = Θ[hi(t)− ϑi] = Θ

 n∑
j=1

wijsj(t)− ϑi

 ,

(4)
where Θ is the Heaviside function.

Fig. 3: Hopfield neural network structure.

The dynamical behaviour of the Hopfield network is
modelled by an energy or Lyapunov function asso-
ciated with a state vector S(t) given by Eq. 1. It
was shown that the energy E(S) decreases continu-
ously with time i.e., Ei(t + 1) ≤ Ei(t). This allows
the network to find the stable state defined by the
synaptic matrix. This relaxation process is related
to the operation of human memory. The Hopfield
network has a very low capacity owing to the fact
that the network often reaches a local minima in-
stead of a global one. These locally stable minima
may not conform to the actual solution.

3 Geoffrey E. Hinton’s Contri-
butions and Boltzmann Ma-
chines

Geoffrey Hinton, often referred to as the “godfa-
ther of AI”, made significant contribution in de-
veloping deep learning techniques. He introduced
the idea namely back-propagation that allows neu-
ral networks to adjust their parameters and improve
performance through learning. Hinton’s work has
been useful in enabling machines to recognize pat-
terns, understand speech, and interpret images, that
has resulted in many AI applications today.

3



Dept. of Physics, AMU Physics Bulletin-2025

3.1 Boltzmann Machines: An
overview

Recall that in case of Hopfield networks an im-
portant requirement is finding the minimum energy
state. However, due to the presence of metastable
states, the system does not reach global minima
rather the resulting state may be a local minima. As
a result the network may behave incorrectly because
these locally stable states do not conform to any in-
tended solution. Boltzmann Machines (BMs), intro-
duced in 1985 by Hinton and Terry J. Sejnowski,
are stochastic neural networks inspired by statisti-
cal mechanics. They consist of a network of inter-
connected neurons (or units) that use energy-based
models to learn and represent probability distribu-
tions over datasets. Cragg and Temperley [10] com-
pared system of fully connected neurons with system
of atoms on a lattice (Ising model) and concluded
that

1. The emergent behaviour in a neural network may
show patches of excited or quiescent neurons sim-
ilar to the ones formed in ferromagnet that con-
sists of patches containing up (+1) or down (−1)
spins.

2. The formation of neural domain patterns, as a
result of an external stimuli, are stable and con-
stitutes a memory of the stimuli.

Based on this analogy, Sherrington and Kirkpatrick
in 1975, described a new magnetic material the spin
glass [6]. The spin glass consists of spins that inter-
acts ferromagnetically and antiferromagnetically has
no net magnetism. With the help of this property,
it is possible to store many different disordered spin
patterns [11].

The architecture of a Boltzmann machine is identi-
cal to that of the Hopfield network. The neurons are
represented as binary [0, 1] or bipolar [-1,+1] units.
The neurons in a Boltzmann machine are divided
into two categories [cf. Fig. 5],

1. Visible neurons that are used as input or output
device denoted by Ni(i = 1, . . . 3) as shown in
Fig. 5.

2. Hidden neurons that interact only with other neu-
rons denoted as Mi(i = 1, . . . 4) in Fig. 5.

In this case, the Lyapunov function is the same as
described for the Hopfield network (Eq. 1) where
the summation now runs over both the visible and
hidden neurons. However, the activation function is
now defined as

f(hi) =

[
1

1 + e
−hi(t)

T

]
(5)

where T gives the thermal noise (randomness) in the
system. A unique characteristic of the Boltzmann
machine is that the probability with which a given
neuron changes its state is independent of its previ-
ous state. The thermal or stochastic noise helps the
network to reach the global minima without getting
trapped into the locally stable states. If the tem-
perature is fixed, the BM reaches an equilibrium. In
this situation, it is convenient to express the proba-
bility of two globally stable states with the help of
Boltzmann distribution given by

Pα

Pβ
= e

−
(

Eα−Eβ
T

)
(6)

where Pα(Pβ) is the probability of being in the global
state α(β) having energy Eα(Eβ). Boltzmann learn-
ing is done by first operating the network at high
temperature and then gradually lowering it until the
equilibrium is reached.

Fig. 5: A general architecture of the Boltzmann Ma-
chines.

4 Machine Learning and Arti-
ficial Intelligence

Artificial Neural Networks (ANN), Machine Learn-
ing (ML), and Artificial Intelligence (AI) are all in-
terrelated fields, with each building upon the other.

1. Artificial Intelligence (AI): AI is a broad con-
cept, referring to the development of machines
and computers that can perform tasks that would
require human intelligence. These tasks can in-
clude reasoning, learning, problem-solving, per-
ception, language understanding, and decision-
making. AI can be classified into many sub-
fields namely robotics, natural language process-
ing, computer vision, and more.

2. Machine Learning (ML) ML is a subfield of AI
where the focus is to create algorithms that en-
ables the system to “learn” from data, identify
patterns, and make predictions without any man-
ual coding. ML models are trained on large
datasets to make inferences. ML is a core method
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through which AI is achieved, as it empowers ma-
chines to improve over time through experience.

Recall that the ANNs are the basic building blocks
and are considered as class of algorithms in machine
learning that are inspired by the structure and func-
tioning of the human brain. They consist of layers of
interconnected “neurons” (nodes) that process infor-
mation and learn patterns from data. ANN models
are particularly effective for tasks like image recogni-
tion, speech processing, and complex pattern recog-
nition. ANN is one of the many approaches used in
machine learning. While ML includes a wide range
of other algorithms, ANNs are a powerful and flexi-
ble tool, especially for complex, unstructured tasks.
Machine learning is one of the primary technique
of implementing AI. In this sense, ML serves as a
tool for creating intelligent behavior in machines. AI
systems that use ML models (including ANNs) can
perform tasks namely recognizing objects in images,
understanding spoken language, or predicting trends
in large datasets. Thus, AI systems that use machine
learning, including ANN models, are able to perform
“intelligent” tasks autonomously. The ultimate aim
of AI is to replicate human-like intelligence in cer-
tain domains, and ML has proven to be one of the
most useful approaches to achieve this. Thus, ANN
is an important tool within machine learning, which
in turn is a critical component of AI. Together, they
enable machines to learn, adapt, and make decisions
based on data, with the goal of creating AI systems
that are able to mimic human-level capabilities.

5 Conclusion

The work of John Hopfield and Geoffrey Hinton has
been instrumental in shaping the modern landscape
of AI and machine learning. Hopfield’s early contri-
butions to neural network architecture and associa-
tive memory laid critical groundwork, while Hinton’s
pioneering work on Boltzmann machine resulted in
further advancement. The Hopfield network and the
Boltzmann machine share close connection with the
the Ising model which is one of the most thoroughly
studied models in statistical mechanics. Thus, over
several decades, research at the intersection of sta-
tistical mechanics, neuroscience, and computer sci-
ence has played a pivotal role in the information pro-
cessing in both living systems and machines. With
the advent of modern computers, numerous learn-
ing algorithms have been proposed that have found
widespread application in tasks such as image classi-
fication, natural language processing, and anomaly
detection. As a result, AI has transformed from a
theoretical field into one of the most transformative
technologies of the modern world, influencing every-

thing from healthcare to transportation, entertain-
ment, and beyond.
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Abstract

This article is specially addressed to the undergraduate and graduate students. Present physics
is faced with three most puzzling conundrums due to the recent empirical discoverires of non-
locality in quantum mechanics, dark energy and dark matter in cosmology. The situation is no
less serious than the crisis faced at the end of the 19th Century, which ultimately culminated
into the present revolutinary mathematics and theories of relativity and quantum mechanics.
Cleary now appropriate new mathematics and new physical structures, in terms of relevant and
consistent new paradigm is needed. In this paper, we do this within the field of tologlgy. This
allows us to take circle and line as the lowest two one-dimensional entities within topology (quite
unlike in geometry where a circle is treated as two-dimensional). Usisng Euclid’s Geometric
Constructions, we discosver a new hidden geometry with its own new hidden quantum me-
chanics. This success finds immediate application in terms of providing a better and complete
description of our solar system. Not only that it also provides a solution of the present crisis
of the quantum gravity problem. Most amazingly, this new paradigm works well in biological
scienecs too. It leads to giving a consistet geometrical description within the neuroscienes and
issues relating to the mysterious consciousness. So this new paradigm seems to be providig a
consistent language of both the physical and the biological sciences.

Keywords: Nonlocality, dark energy, dark matter, new geometry, new quantum mechanics,
solar system, quantum gravity, topolgy. new paradigm, biosciences, consciousness.

1 Introduction

Flushed with great successes of the contemporary
structures of physics and mathematicis along with
the base of ether, Lord Rayleigh at the end of 19th
Century announced that physics had achieved its
pinnacle and only minor corrections is all future is
left with. With our hindsight, we can see how wrong
he was. This was the beginnimg of the amazing
theory of relativivty and soon the birth of quantum
mecahnics which shook up classical physics at its
roots.

These two together changed the whole paradigm
of the exsisting phyics. All this has culminated to-
day into a very successful Stadard Model of Particle
Physics an the Standard Model of Cosmology. First
starting with the unified theory of the electromag-
netic and the weak interaction in giving Nobel Prize
to Salam, Weinberg and Glashow in 1979 for their
model of SU(2)LXU(1)Y [1]. Same spirit of unfica-
tion led to uniifying the strong force with it in terms
of group structure SU(3)CXSU(2)LXU(1)Y .

But the above Standard Model had a shortcom-
ing that it displayed no charge quantization in it.
Charge quananization was howeve basic to Grand
Unified Theories like the SU(5) and SO(10) [1]. It
took a little while before it was shown by Abbas
[2,3], on fully consistent and complete basis, that
the electric charge is actually quantized in the Stan-
dard Model, and that too with colour dependence
in it [1,2,3]. Thus the Standard Model is a unified
theory of the the three- strong, electromanetic and
weak forces. Gravity lies outside its purview. That
is defined well by a semi-classical General Theory of
Relativity.

These successes of present theories in physisc and
mathematics have continued unabated. This has led
many like Stepehen Hawking and others, to claim
that at present again we have reached the pinna-
cle of our acievenemt in terms of having achieved a
Theory of Evereything (TOE). Again nothing left to
discover!

But, like a thunder, the history is repeating itself.
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2 Three Empirical Conun-
drums for Modern Physics

The first cononundrim is the discovery of the non-
locality problem in qunatum mecahnics, for which
Aspect, Zeilinger, and Clauser were awarded the
2022 Nobel Prize for the empirical discovery of
this extremely puzzling phenomenon. The next
one has to do with the empirical discovery of the
Dark Energy problem for which Saul Perlmutter,
Brian Schmidt and Adam Riess were awarded the
Nobel Prize in 2011. The third one is called the
Dark Matter problem which has to do with the em-
pirical reality that for eaxample, in our own galaxy,
the amount of matter which relates to or Standard
model and our gravity model is only miniscule ap-
prx. 5 percent. Amazingly the rest of apprx 95
percent is invisible to us and is called the mysterious
Dark Matter.

All these are anathema to all our best understand-
ing of nature as of now. Clearly our we are missing
something in our mathematical and physicsal pic-
ture. Who knows what mysterious realities are lying
hidden fron us. Some new paradigm may be waiting
to reveal itself. One has to be open to new and
promising ideas.

In the wake of the discovery of the Dark Matter, we
expect huge expansion of knowledge, and ofcourse
several Nobel Prizes too. Already, new conclusions
that the extinction of dinosaur was actually caused
by dark matter [4], which actually led to creation
of gigantic flood basalt volcanism which led to this
catastrople. Not only this, it also explained all the
Five Major Mass Exticnctions in the history of Earth
[4]. Zioutas [5] has come up with the interesting idea
that the dark matter when interacting with living
tissue could cause irreparable cancer in cells. This
may be attributed to the large number of unknown
causes of cancer in human. Abbas and Abbas [6],
then showed that this could also cause mass extinc-
tions through cancer too. Hence clearly the dark
matter is having impact in biological scienes too.

3 Mathematics and Physics

Mathematics, because of the fact that it is the lan-
guage of nature, it is essntial to make any progress
in the sciences [1,7,8]. All our success have been
through judicious application of this powerful lan-
guage. But we appaer to have reached a saturation
point of our understanding at present.

All the above was based on some basic paradigm.
Clearly we need some new paradigm which we will
allow us to proceed further. Let us adopt an histor-

ical approach to seek out the hidden reality. As we
struggled to get to the bottom of things, could be
that when at a particular instance we chose to go
along a path, the path we left, may have had some
unique secret of its own. Let us try along this line.

4 Democritus’ atom versus our
modern atom

Democritus (460-370 BC) proposed a model of
“atom” for various elements. The word atom in
Greek means “indestructible”. Thus in late 19th
century Rydberg proposed a picture of indestructible
atoms. One example of the same is given in Fig. 1.
Here hydrogen, oxygen and sodium are all of rigid
shapes. But later Rydberg’s model was discarded
and models proposed by Thomson, Rutherford, Bohr
and others, with atoms, made up of several pointlike
electons and protons, forming complex molecules
and which were also destructible, were found to give
a good description of the physical reality, and hence
form the basis of our present successful models.

Fig. 1: Rydberg’s model for a chemical reaction
using Democratus kind of unbreakable elements

Note that model like Rydberg’s used indestructible
“shapes” in three dimensional space R3. Perhaps
this idea did not work because we looked at the
whole three dimensional space. Perhaps in the
smallest dimensional space, i.e. the one-dimensioanl
space R, there may exist simpler shapes which may
be more useful as models of indestructible atoms.

A straight line, looks like the simplest shape in the
lowest dinesionaol space. Could this be the shape
that we are looking for?
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5 Circle versus Ellips

Fig. 1: Line, Circle, Curve and Ellipse

Newton could not derive the Kepler’s laws of plan-
etary motion using the geometry of circles and
straight lines [9]. He was compelled to develop the
new language of differential calculus to be able to
deal with the ellipses, and thus derive Kepler’s laws
of motion using his law of gravitation.

So what Newton rejected, may be the new geometric
freedom that we are seeking here. Thus a circle may
be the missing/hidden indestructible shape.

Thus the indestructible shape as per Democritus
- a straight line, and a circle as per Newton-Kepler
problem, may be the right shapes to build suitable
new geometrical models!

6 Geometry versus Topology

But we have a deep problem. The circle in two
dimentional geometric space R2, can be deformed
into an ellipse; and a straight line into curved line
in one-dimetional space R (Fig. 2).

Geometrically, a straight line is a one-dimensional
entity existing in R space, a circle is a two-
dimensional space entity in R2 space.

However in topology, one classifies objects in terms
of “shape” in the most general sense [1]. There are
just two one-dimensional shapes: a line, which is a
curve with two open ends, and a circle, which is a
closed curve with no ends. Thus as per topology,
there are only these two (line and circle) fundamen-
tal and independent shapes [10,11]. Note that thus
the “geometry” related to these two independent
one-dimensional shapes should be in some new hid-
den one-dimensional geometric space R.

To belabour the point, note that in topology we
are talking about shapes. Hence if we associate a
shape with an entity or some distinguishable phys-
ical reality, then whatever changes that may occur,
the shape of that entity or the distinguishable reality

shall not change. It is indeed indestructible as per
Democritus, albeit in its new avatar.

Amazingly geometry of pure-circle-line, is what was
being done by the ancient Egyptian-Greek geome-
ters, in Alexandria in Egypt. Hence it is to them,
that we turn to, for further directions to develop our
topological line-circle model.

7 Euclid’s Geometric Con-
structions

To pursue this line of thinking, let us look at Euclid’s
geometry with emphasis on geometric constructions
[12-17].

Euclid’s Geometric Constructions are structures
which can be built or constructed by using the Eu-
clidean tools of a “straightedge” and a “compass”.
The straightedge, with no marks etched on it, is used
to draw straight lines through any two given points,
and which can be extended. With the Euclidean
compass, we can draw a circle that passes through
a given point and a given centre. This Euclidean
compass, unlike our modern school compass, is “col-
lapsible”, i.e. once a circle is built, on lifting, the
compass will fold up and another circle of the same
size could not be drawn reliably. Thus one can draw
only one circle at a time.

A construction is a method of demonstrating the
existence of a geometric object. Since a construc-
tion is a direct means of showing that an object
actually exists, Euclid posited much faith in such
geometric constructions to provide an understand-
ing of the physical reality.

Very often the modern geometers feels that, though
Euclid’s work was a useful starting point, we are far
ahead of this ancient work [13]. However, we should
be alert of the inherent danger of “throwing away
the baby with the bathwater”.

However, unfortunately the above discussion misses
an essential aspect of the ancient Egyptian and
Greek style of doing geometry through construc-
tions. Basically everyone implicitly assumes that all
geometric constructions, and hence the only geomet-
ric constructions that they did, was done on a piece
of paper (or papyrus sheets made from weeds abun-
dantly grown in Nile). But Euclid never advocated
that. Klein states [13,p.190], “How little thought
Euclid gave to applications, ... appears clearly from
the fact that he does not once mention even the
simplest drawing instruments - the ruler and com-
passes. He merely postulates. in the abstract that
one can draw a line through two points, or a circle
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about a point, without devoting a single word to
how one does it.” He further explains, “Here Euclid
is doubtless under the influence of the notion which
prevailed in certain schools of philosophy, that prac-
tical application of a science was something inferior,
artisan-like.”

However, I surmise that Euclid did not think of
mentioning the straightedge or the compass or the
papyrus in the framewrork of his discussion, as it
was probably not needed, or was an obvious or a
trivial fact. Important is to understand the whole
process of how these constructions were actually
done by the ancient Egyptian or Greek geometers?

Papyrus would be limited in number and very ex-
pensive. Thus before putting a particular geometric
construction onto papyrus, they would have liked to
experiment on a cheap and a more easily accessi-
ble plane surface. And where would such a cheap
surface be available to them? Naturally they would
go to a flat sandy area (e.g. near a beach or near
Nile). Only after playing around with a large num-
ber of figures through geometric constructions on
sand, would they also record it on papyrus. That
would sanctify their initial work done on sand. So
experimental and initial work done on sand, and the
final work/result put on papyrus, was apparently
the modus operandi of the Egyptian and Greek as-
tronomers.

To support the above assertions of geoemtric work on
sand, and the significance of this to the papyrus con-
structions, we give these examples. First, may I re-
mind the reader of the story of how Archimedes was
killed by an enraged Roman soldier, when he scolded
the soldier, “Stand away from my diagrams!”. The
second example, may be gleaned from the Brittan-
ica Junior Encyclopaedia entry about Euclid [18],
“Surrounded by his followers and pupils, he would
spread a layer of sand on the floor. With the point of
a stick,he would draw geometrical figures, explaining
as he did so his theorems and proofs.”

This view is in resonance with that of Heath
[12,Vol.1 p.259], who states, “The reason why Euclid
allowed himself to use, in this enumeration, language
apparently so obscure is no doubt that the phraseol-
ogy was traditional, and therefore, vague as it was,
had a conventional meaning which the contempo-
rary geometer well understood.”

Thus Euclid did not think it worth his while to
talk about these “obvious facts”, and which were
an implicitly “understood” aspects of the culture of
geometry in Egypt and Greece at that time.

Note that only an asymmetric compass (with the

centre nail being different from the other point as a
pencil or a chalk) is needed to draw circles on a pa-
per or a papyrus sheet. Thus a collapsible compass
would necessarily be an asymmetric compasss and
could draw only one circle at a time on papyrus.

However to draw circles on sand, while one has
access to an asymmetric compass, there exists an
additional freedom to use a fully “symmetric” com-
pass, which may have physically identical appearing
nails to use as the centre point or the circle point.
This new feature allows us to exchange the centre
point and the circle point without lifting the com-
pass, i.e. without collapsing the compass when a
circle is completed. This new feature which brings
in a new symmetry in our constructions shall prove
to a very powerful new degree of freedom available
to us.

8 Use of the new topological
paradigm

With the above kmowledge of Euclidean Gometric
Construction in the new geoemtric framework of the
circle-line within the one diemnsional reality has al-
lowed us to apply this new topological paradigm to
many successes:

• Apply it to our solar system to over-
come two basic shortcomings of the New-
ton’s laws and the Keplers laws. The
reader is referred to read this paper -
https://www.researchgate.net/publication/38569
4220; Exoplanets, Titius-Bode-Like Law in As-
tronomy, Limitimg Form of Special Theory of
Relativitty, and a New Quantum Mechanics.

• Apply it to solving the outstanding quan-
tum gravity problem in a recent paper -
https://www.researchgate.net/publication/38655
6070; A consistent quantum gravity model en-
forced through a new geometry with explicit space
and time quantization.

This shows that the potential of this new new geom-
etry with its own quantum mechnaics is turning out
to be a good and consistent paradigm.

9 New paradigm and biological
sciences and consciousness

One amazing thing that we have discovered is that
this new paradigm is not only useful for the physical
scienes, it is all encompassing enough to find inter-
esting applications in the understanding of mysteries
of the consciousness and the biological sciences.
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The following three recent papers of ours attest
to this fact:

• https://www.researchgate.net/publication/37950
9287; Human Brain, Hemispatial Neglect, Con-
sciousness, and Topology

• https://www.researchgate.net/publication/38043
2630; Neanderthal had the same consciousness as
that of the present left-spatial-neglect human!

• https://www.researchgate.net/publication/38110
9975; Why did Homo sapiens evolve in Africa and
not some where else?

Given these successes, the author feels that this new
paradigm should be reflecting new fundamental real-
itiess of our Nature. Thus this idea should be taken
forward.
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1 Introduction

According to our current understanding, the ob-
served matter is made up of a set of elementary
particles known as quarks and leptons. These in-
teract with each other by means of the four funda-
mental forces of the nature, namely the electromag-
netic, weak, strong, and gravitational force via the
force carrier particles known as gauge bosons e.g.
the electromagnetism is mediated by quanta known
as photons. A unified framework analogous to elec-
tromagnetic which describes the matter and their
mutual interactions (except gravitational) is known
as the Standard Model (SM) of particle physics. As
the SM is a highly symmetric theory involving sym-
metries associated with each of the fundamental in-
teractions as well as the space-time symmetry, it for-
bids masses for any particle unless a spin−0 particle
known as Higgs boson is introduced within the SM.
Thus the elementary particles acquire their masses
through interactions with the Higgs-boson by means
of spontaneous breakdown of the electro-weak sym-
metry which is commonly referred to as the ‘Brout-
Englert-Higgs mechanism’. The SM contains quarks,
namely the up (u), down (d), strange (s), charm (c),
bottom (b), and top (t) and leptons, namely electron
(e−), muon (µ−), tau (τ−), neutrinos correspond-
ing to each leptons, and their antiparticles in ad-
dition to photons (γ), three gauge bosons W± and
Z0, eight gluons ga, corresponding to the electro-
magnetic, weak and strong interactions, respectively,
and the Higgs field. The SM has been extensively
tested in high energy experiments and until the end
of the previous century all the particles predicted by
the SM except the Higgs bosons were successfully
discovered in addition to accurately measuring the
strengths of each of the fundamental interactions in-
volved in it. The Higgs boson was ultimately discov-
ered in the year 2012 at the Large Hadron Collider [1]
having a mass of about 125 GeV. The discovery of
the Higgs boson having a finite mass has opened an
interesting challenge of thinking further about the
SM – the reason lies in expecting an arbitrarily large
Higgs mass which could weigh as high as the Planck
mass, MP ≃ 1019 GeV due to quantum corrections.
This means one needs to fine-tune the Higgs mass by
a factor of mh/MP upto 17 decimal places or so in
order to obtain the experimentally measured value of
the Higgs mass which is quite unnatural. This prob-

lem is known as the Naturalness or Hierarchy prob-
lem of the SM. This outstanding issue together with
other shortcomings of the SM, for instance, the abil-
ity of explaining masses of neutrinos, the existence of
(cold) dark matter of the Universe, incorporation of
gravity, the grand unification of the interactions and
matter-antimatter asymmetry of the Universe there-
fore seem to need a theory that extends beyond the
SM.

2 Supersymmetry

One of the SM extensions is supersymmetry (SUSY),
which introduces symmetry among bosons and
fermions.

Fermions ⇐⇒ Bosons (1)

The charge transforms as spinor and can able to
modify spin by half a unit, denoting a supersym-
metry charge by Qα as

Qα|J⟩ = |J ± 1/2⟩. (2)

This connects bosons of integer spin with fermions of
half-integer spin and vice-versa. Here, Qα is a sym-
metry operator hence commutes with the Hamilto-
nian of the system, hence

[Qα, H] = 0, (3)

and therefore their anticommutator of two different
components has to commute with the Hamiltonian
of the system i.e. the time translations generator as

[{Qα, Qβ}, H] = 0. (4)

As pointed out above, due to its symmetry, the anti-
commutator has three independent components, it
must transform as a spin-1 object, (analogous to
symmetrical combinations of two 1/2 spin wave func-
tions). But in a relativistic theory, this spin-1 object
should be expressed with a 4-vector and have con-
served from the above anti-commutation relation.
So, there would be one such conserved 4-vector oper-
ator i.e. Pµ. Then the Qα’s satisfy the below relation
as

{Qα, Qβ} ∼ Pµ. (5)

Eq. 5 maintained the essence of the matter while the
two SUSY transformations generated by the Q’s one
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after the other, achieve the energy-momentum op-
erator or the space-time translation operator, i.e. a
derivative. The space-time coordinates are expanded
to contain other degrees of freedom and these de-
grees of freedom are fermionic. Thus, one can say
that SUSY invites us to consider the ‘fermionic di-
mensions’ to extend space-time to ‘superspace’ [3].

In its minimal version of SUSY, each SM particle
has its supersymmetric partner. This means that
each fermionic SM particle has its supersymmetric
partner i.e. boson or each bosonic SM particle has
its fermionic supersymmetric partner. SM parti-
cle and its counterpart constitute a ‘supermultiplet’
and each ‘supermultiplet’ has an equal number of
bosonic and fermionic degrees of freedom. Super-
symmetric partners and their SM counterparts both
contain the same internal quantum numbers but
differ in spin by a half-integer. The model repre-
sents the minimal supersymmetric extension of the
SM, the Minimal Supersymmetric Standard Model
(MSSM), which contains 100 free parameters. The
scalar or boson superpartners of the quarks and lep-
tons are named scalar quarks (squarks) and scalar
leptons (sleptons), respectively. Generally, “s” is
prepended for the superpartner of fermion, e.g. se-
lectron (ẽ) is the bosonic superpartner of electron
(e) whereas “ino” is added for the fermionic super-
partner of the gauge bosons, e.g. Higgsino is the
fermionic superpartner of Higgs. For example, each
gauge supermultiplet consists of a gauge boson and
its superpartner. Superpartners for gluons (g), W ,
and B bosons are the gluinos (g̃), winos (W̃ ), and
binos (B̃), respectively. While chiral supermultiplet
consists of fermion and its bosonic superpartner. If
SUSY is exact then masses of supersymmetric part-
ners and their SM counterparts would be the same.
But till now no supersymmetric partners have been
discovered, so they should be heavier than their SM
counterparts. This implies that SUSY must be bro-
ken. Thus SUSY breaking cannot happen within
the MSSM itself, but needs an extra “hidden sec-
tor” which interacts with the visible sector (MSSM)
solely through the exchange of particles called “mes-
sengers”. The most general superpotential related
to MSSM can be written as

W =
∑

i,j=gen

−Y u
ij ûRiĤ2 ·Q̂j + Y d

ij d̂RiĤ1 ·Q̂j +

Y ℓ
ij ℓ̂RiĤ1 ·L̂j + µĤ2 ·Ĥ1 (6)

where the product reads H · Q ≡ ϵabH
aQb while

ϵ12 = 1 = −ϵ21, and Y u,d,ℓ
ij denote the Yukawa

couplings among generations. The first three terms
are the Yukawa interaction related to quarks and
charged leptons in the SM, whereas the last term is
the only dimensionful term and for the mass of the
supersymmetric partner of Higgs boson i.e. Higgsino

where H1 and H2 are two Higgs doublets instead
of one Higgs doublet in SM for providing masses
to the up and down type fermions, respectively.
The Higgs sector consists of five Higgses, namely
two CP-even, one CP-odd, and two charged Higgs
bosons. The CP-even lightest Higgs boson which
is SM-like is bounded to be less than the mass of
the Z-boson at the tree level. But it can achieve
a 125 GeV Higgs mass due to radiative corrections.
Moreover, the two neutral higgsinos mix with the
two neutral gauginos to form four neutralinos while
the charged higgsinos mix with the charged gaugi-
nos to form two charginos. The lightest neutralino
is generally assumed as the lightest supersymmetric
particle and is considered a candidate for dark mat-
ter. Till now no direct evidence for supersymmetric
particles has been found, but the ATLAS and CMS
experiments [1] have imposed a lower limit on the
masses of scalar top and gluinos to be about a TeV
scale [2, 3].

3 Supersymmetry breaking

The three most extensively studied mechanisms for
soft supersymmetry breaking are

• Gravity-mediated supersymmetry breaking
Gravity-mediated supersymmetry breaking is a
way of transmitting supersymmetry breaking to
the supersymmetric SM via gravitational interac-
tions. Supersymmetry breaks in this hidden sec-
tor and the gravitino which is a supersymmetric
version of the graviton obtain a mass through the
Higgs mechanism. mSUGRA denotes minimal su-
pergravity and considers the practical model. This
mSUGRA model needs four free parameters with
a sign to describe the low energy scale from the
GUT scale [3].

• Gauge-mediated supersymmetry breaking
(GMSB)
It is a way of communicating supersymmetry
breaking via the SM’s gauge interactions where a
hidden sector breaks supersymmetry and interacts
with massive messenger fields which are charged
according to SM. This produces a gaugino mass
at one loop and is then transmitted to its scalar
superpartners at two loops [3].

• Anomaly-mediated supersymmetry break-
ing (AMSB)
Anomaly-mediated supersymmetry breaking is a
special kind of gravity-mediated supersymmetry
breaking which leads to supersymmetry breaking
being passed on to the supersymmetric SM via a
conformal anomaly. The maximum Higgs boson
that can be acquired is upto 121.0 GeV for the
top squarks below 2 TeV. It needs above 2 TeV
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top squarks mass for the Higgs boson of mass 125
GeV [3].

4 Features of SUSY

• Hierarchy problem
The radiative corrections to the Higgs boson mass
particularly the top quark loop become so huge
upto the Plank scale. In order to have a light
Higgs boson of 125 GeV for which the SM needs
fine-tuning of 30 orders of magnitude. This prob-
lem is known as the Naturalness problem. In
SUSY, the radiative correction to the Higgs boson
includes fermion and its superpartner contribut-
ing with opposite signs canceling the quadratic
divergence (30 orders of magnitude) and leaving
with logarithmic dependence [2, 3].

Following the radiative correction to the mass
of the SM Higgs boson, one gets the quadratic di-
vergences in the cut-off scale on which the theory
ceases to be valid and a new physics should come
to light. To summarise the issue, let’s look at
the one-loop correction to the Higgs mass, Higgs
particle interact with a loop containing fermion f
of mass mf with Yukawa coupling λf =

√
2mf/v.

Fig.1 shows the Feynman diagram in which the ex-
ternal incoming and outgoing lines represent Higgs
particle that interacts at the vertex with fermionic
loop having interaction term λf while the internal
lines connected to the vertices representing the
virtual intermediate particles i.e. fermions. For
the sake of simplicity, the fermion is very heavy
so one can ignore the Higgs momentum and one
can attain the quadratically divergent Higgs mass
squared ∆M2

H proportional to Λ2,

∆M2
H ∼ Nf

λ2
f

8π2

[
− Λ2 + 6m2

f log
Λ

mf

]
(7)

Fig. 1: Feynman diagrams for fermion and scalar
contributions to the mass of the Higgs boson.

If the cut-off scale Λ is to be 1016 GeV (GUT scale)
then the Higgs boson mass lies at a very high scale
but is supposed to have around the electroweak
symmetry breaking scale (∼250 GeV). We require
a counterpart to cancel the quadratic divergence
of squared Higgs mass in order to have a relatively

light Higgs mass. This is termed a Hierarchy or
Naturalness problem, where Λ ≫ MZ . Now we
consider the NS scalar particles (i.e. gauge bosons
W and Z) with mass mS in a loop interacting at
the vertex with Higgs particle. Fig.1 shows the
Feynman diagrams of Higgs boson in which the
external incoming and outgoing lines represent the
Higgs particle and the internal line of the virtual
boson particle. These diagrams lead to the contri-
bution of Higgs boson mass squared which is given
as

∆M2
H ∼ λSNS

16π2

[
− Λ2 + 2m2

S log

(
Λ

mS

)]
(8)

We can see in the above Eq. 8, that quadratic di-
vergences exist in it. Under the assumption that
the coupling of Higgs with scalars and fermions
are related in such a manner that λ2

f = 2m2
f/v

2 =
−λS and the multiplication factor of the scalars
is twice that of the fermions, NS = 2Nf . Thus
we obtain the corrections to the Higgs boson mass
squared from the two diagrams of two scalars and
one fermion as

∆M2
H ∼

λ2
fNf

4π2

[
(m2

f −m2
S)log

(
Λ

mS

)]
(9)

As we can see that the quadratic divergences have
vanished from the sum, while the logarithmic di-
vergence remains in it. Hence its contribution is
small even when the Λ ∼ MP and this logarith-
mic divergence will also disappear when the two
scalars and the fermion have the same mass i.e.
mS = mf . In this way, the total Higgs mass
squared correction will disappear. This implies
that the exact “supersymmetry” enforces no diver-
gences even no logarithm divergences and this su-
persymmetry helps in protecting the Higgs boson
mass. Now the Hierarchy or Naturalness problem
has been solved. The overall argument may be to
incorporate contributions from other SM particles
in radiative corrections to Higgs boson mass by
including fermionic partners to the W/Z bosons
and Higgs boson and by fitting their couplings
to the Higgs boson. In this way, the quadrat-
ically divergent corrections to the Higgs boson
mass are found to have vanished. When the sym-
metry is badly broken then the scalar particles ac-
quire higher masses than the masses of fermion
and Higgs boson, and the Naturalness problem
will recur again as the radiative corrections to the
Higgs mass, ∝ (m2

f − m2
S)log(Λ/mS), will grow

to a large value. In order to have the Higgs mass
of the order of the electroweak symmetry breaking
scale, then one should have the mass difference be-
tween scalar and fermionic particles to be small.
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This would suggest that the scalar particles should
have mass no more than the TeV scale [2, 3].

• Unification of couplings
One might predict the unification of the strong
force with the electroweak force, where the elec-
tromagnetic (EM) and weak forces are the com-
ponents corresponding to the electroweak force.
Thus SUSY contributes additional particles that
help in altering the running of the coupling
strengths in such a way that strong, EM and weak
forces unify in a single point at the high energy
scale (GUT scale ∼ 1016 GeV) [2, 3] as shown in
Fig. 2.

Fig. 2: Evolution of the inverse gauge couplings
for the case of Standard Model (dashed lines) and
the Minimal Supersymmetric Standard Model (solid
lines) [3].

• Gravitation
Gravitation is not incorporated in the SM, while
it is a fundamental force. If SUSY is applied as
a local symmetry then a graviton spin-2 particle
will get into it and helps in the mediation of grav-
itational interaction. The resulting gauge theory
from local SUSY is referred to as supergravity. Su-
pergravity is also considered to be the low energy
limit for superstring theories, which indicates that
it plays a vital role within the context of string
theories [3].

• Neutrino masses
The SUSY phenomenon may allow new scales in
addition to that of the GUT and these scales open
case for the neutrino sector. It can be useful in ob-
serving mass hierarchies as well as interesting fea-
tures like the ultra-small Yukawa couplings. The
violation of the low-energy lepton number embed-
ded in SUSY theories can produce the Majorana
masses. SUSY can able to explain the light sterile
neutrino as well [3].

• Flavour Changing Neutral Current
Flavour Changing Neutral Current (FCNC) pro-
cesses can serve as a useful signature of SUSY
physics at the LHC. There have also been ex-
plored the impact of scharm-stop flavour mixing
in the top-quark FCNC processes, charged Higgs
processes, etc. It is useful in generating radiative
corrections on the Higgs mass [4].

• R-Parity
The following superpotential [3] contains terms
that violate either lepton (L) or baryon (B) num-
ber by odd units. Specifically, the second and the
third terms violate the lepton number by one unit
while the fourth term violates the baryon number
by one unit.

W extra = ϵab(−εiL̂a
i Ĥ

b
u + 1

2λijkL̂
a
i L̂

b
j ê

c
k +

λ
′

ijkL̂
a
i Q̂

b
j d̂

c
k + 1

2λ
′′

ijkû
c
i d̂

c
j d̂

c
k).

Due to the terms present in the above superpoten-
tial, there exists a new contribution to the proton
decay process (p → ℓ+π0 with ℓ+ = e+, µ+). Such
an approach would allow some unobserved inter-
actions. Some of the SUSY models would allow
the B-L violating process and produce a proton
of the lifetime ≈ 10−9 sec considering λ

′
, λ

′′ ∼ O
(10−1) and squark masses of TeV scale. As the
experimental limit for the proton decay is greater
than 1032 years. In order to avoid the proton
instability or very fast proton decay, these cou-
plings (λ, λ

′
, λ

′′
) should be extremely small or

forbidden from the MSSM superpotential. This
process would show the proton instability, so a
new symmetry i.e. R-parity has been added to
restrict this violating process. The R-parity op-
erator would be specified for each particle in the
interaction as

PR = (−1)L+3B+2s

where s denotes the spin of the particle. The value
of PR is 1 for SM particles while −1 is for the su-
persymmetric partners. The combined PR should
be positive for the conservation of R-parity. The
consequence of this conservation of R-parity in the
SUSY models would be to obtain the most stable
and lightest supersymmetric particle (LSP). Con-
sequently, the decay of heavier SUSY particles re-
sults in LSP. If the LSP is electrically neutral too
then it would contribute as a candidate for dark
matter. Several searches for LSP have been con-
ducted, but, no evidence of its existence has been
found to date.

• Dark Matter
Since the 1930s, there has been a lot of evidence of
dark matter (DM) i.e. a non-luminous substance,
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that accounts for 25% of the overall energy den-
sity of the Universe. The first proof was observed
by Fritz Zwicky [5], who examined the movement
of galaxies in the Coma cluster where clusters are
linked systems of galaxies. Their masses may be
computed by means of the Virial theorem which
has been able to prove the existence of invisible
mass. In 1969, V. Rubin [6] observed the rotation
curves of galaxies in which the flatness of rotation
curves at a greater distance could not be evident
only by the luminous matter. Further, they re-
quired a huge amount of non-luminous matter to
describe it. Afterward, this non-luminous mat-
ter was considered “Dark matter”. Other strong
hint [8] for the existence of DM is the monitor-
ing of a galaxy cluster known as Bullet cluster
(1E0657-558), going into another cluster. Find-
ings in the X-ray range discovered that the hot gas,
which forms the majority of the baryonic matter
in the two clusters, slows down during the col-
lision. In addition, it was also feasible to map
the gravitational potential of clusters following the
collision using the gravitational lensing technique.
This shows that most of the invisible mass in two
clusters passed with no interaction. The accu-
rate measurement of the anisotropies of the cos-
mic microwave background (CMB) radiation sup-
ports the presence of DM. DM interacts via a grav-
itational force and there are new particles that
have weakly interacted with known particles in-
dicating the solution for this DM puzzle. Using
CMB anisotropies, the Planck collaboration has
precisely observed the relic density of the DM,
Ωh2 = 0.120±0.001 at 68% C.L. [7]. The most
efficient candidate for DM is Weakly Interacting
Massive Particle (WIMP), which is consistent with
the measured relic abundance of DM [8]. There
are three main means of detecting DM which are
given as

– Indirect detection
Indirect searches based on the annihilation
and the decay of the DM are performed us-
ing various satellites and telescopes, namely
Fermi-LAT, Planck, PAMELA, AMS, and
H.E.S.S. [8].

– Direct detection
Direct searches based on the detection of the
scattered DM from the halo on nuclei tar-
get on Earth for evaluating mass and cou-
pling of DM with SM. The underground de-
tectors are strongly shielded and estimate
the amount of energy deposited by the DM
while scattering with the target nuclei (DAMA,
LUX, CDMS, CoGeNT, CRESST, PandaX,
and XENON1T) [8].

– Searches in colliders
The DM limits are derived from the investiga-

tions of monojet, dijet resonances, dileptons,
and single photons with missing transverse en-
ergy, at LEP and LHC [8].

Neutralinos are potential candidates for DM and
are considered to be non-relativistic (Cold DM)
during the freeze-out time. They are formed from
the superpartner of the mixture of the photon, Z-
boson, and neutral Higgs and are electromagneti-
cally neutral so that they will not radiate. Hence
it has survived a long time from freeze-out to the
present moment. Its annihilation cross section is
well consistent with the relic density measured in
WMAP [8].

5 LHC Production of SUSY
Particles

The energy of the LHC beams turns into mass,
producing pairs of heavy SUSY particles. Gener-
ally, in the proton-proton collision, highly energetic
constituents i.e. quarks and gluons collide. The
produced sparticles undergo decay into a quark in
the form of hadronic jets and a DM particle i.e.
the lightest neutralino under the assumption of R-
Parity to be conserved. The lightest neutralino is
stable as well as weakly interacting particle that
escapes through the detectors without any inter-
actions carrying the momentum from the collision.
At each stage of cascade decay, there is a produc-
tion of lighter sparticle and SM particle follows the
R-Parity conservation rule. The R-Parity conserved
lightest SUSY particle is considered a DM candidate
and indirectly couples to the protons produced in
the collisions [1].

6 Summary

In the current article, with a brief introduction to
the SM, we have also explored the need of a Higgs
boson in providing masses to the SM fermions and
the quanta responsible for their mutual interactions.
We have also discussed the Naturalness problem in
greater detail at the leading order level associated
with the Higgs boson mass. SUSY is one of the
most important and attractive concepts for build-
ing BSM models since it can solve many of the SM
shortcomings as mentioned above. Before conclud-
ing the article, we would like to indicate that, since
in nature we see no counterparts of SM particles,
the supersymmetry must therefore be broken, if it
exists. Though by doing a careful analysis, it could
be seen that the radiative corrections in the case of
broken supersymmetry turn out to be logarithmic,
which enables us to explain the recently observed
values of the Higgs boson mass at the Large Hadron
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Collider. The MSSM provided additional symmetry,
known as R-parity, under the conservation of R-
parity the stable LSP is considered a DM candidate
i.e. neutralino. Even with an R-parity violation, a
decaying gravitino with a lifetime longer than the
age of the Universe is considered a DM candidate.
Local SUSY considers the supergravity theory since
it also includes gravitational interaction.
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Abstract

The Universe’s fate is a central question in high-energy physics and cosmology, with scalar
potentials playing a key role in determining its long-term stability. In the Standard Model,
the Higgs potential suggests that the Universe may exist in a metastable minima state. If
this is the case, quantum tunneling or thermal fluctuations could trigger a transition to a true
minimum state with lower energy, potentially destroying the current Universe. Depending on
the presence of new physics, the tunneling time, i.e., the Universe’s lifetime, could range from
a few years to Infinity.

1 Introduction

The Standard Model (SM) describes the funda-
mental forces, excluding gravity, and their interac-
tions with particles through local gauge symmetries:
SU(3)C for the strong force and SU(2)L×U(1)Y for
electroweak interactions. The strong force governs
quark-gluon interactions, while W± and Z bosons
and the electromagnetic force by the photon medi-
ate the weak force. The SM comprises six quarks, six
leptons, and their corresponding antiparticles. Each
quark again has three color charges: red, green, and
blue. The SM also includes gauge bosons-W± and
Z, photon, and gluons-as well as a neutral Higgs
field (see Fig. 1). The Higgs boson is unique in the
SM, as it is the sole particle responsible for gener-
ating the masses of all (except neutrinos) particles.

Fig. 1: Elementary particles of the Standard Model.

The Massive gauge bosons acquire their masses
through their gauge couplings to the Higgs field and
the vacuum expectation value (VEV) of the Higgs
potential. This interaction part comes from the ki-
netic part of the scalar Lagrangian. Fermions gain
their masses via Yukawa couplings to the Higgs field,

combined with the Higgs VEV. We assume that the
Higgs boson obtains its mass through its self-quartic
coupling. The values of these couplings are criti-
cal in shaping the Higgs potential, which determines
the stability at the minimum electroweak (low en-
ergy) scale. Variations in these parameters can re-
sult in different potential minima, including a deeper
minimum at high energy scales. It raises the possi-
bility that the current electroweak minimum, where
the present Universe resides, may be metastable. In
such a case, quantum tunneling or thermal fluctua-
tions could eventually lead to a transition to a deeper
true vacuum, posing a theoretical warning about the
potential destruction of the Universe.

2 The Higgs discovery and
warnings

The discovery of the Higgs boson in 2012 at the
Large Hadron Collider (LHC) [1, 2] confirmed the
existence of all particles predicted by the SM.
Furthermore, the values of all parameters in the
SM Lagrangian are now determined at the elec-
troweak scale (246 GeV). We now have the values
of the SM parameters at electroweak scale as fol-
lows: the Higgs self quartic coupling λ ∼ 0.127
(still need more experimental data to have direct
proof), gauge couplings g1 ∼ 0.36, g2 ∼ 0.67, g3 ∼
1.17 and the Yukawa couplings (

√
2Mass/246.2)

ye,µ,τ ∼ {0.0000028, 0.000603, 0.0102}, yd,s,b ∼
{0.0000241, 0.00055, 0.0258} and yu,c,t =
{0.0000137, 0.00706, 0.995} [3, 4]. The SM Higgs
potential −µ2 Φ†Φ+λ(Φ†Φ)2 with µ2 = λv2SM , when
plotted without the Renormalization effect, exhibits
only one minimum at the electroweak energy scale
vSM ∼ 246, and it is generally assumed that our
Universe resides in this minimum. However, the pa-
rameters of the SM Lagrangian suggest that if the
SM remains valid up to the Planck scale Mpl = 1019
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GeV (no new physics in between), a second, deeper
minimum exists at a very high energy scale near
Mpl. The additional deeper minimum arises mainly
due to the effect of the Higgs top Yukawa and gauge
couplings via running of the Renormalization Group
equation [3, 4]. We have shown a similar scalar
potential in Fig. 2 considering the Renormaliza-
tion effect. This deeper minimum indicates that the
electroweak minimum, where the Universe currently
resides, is metastable. In such a scenario, quantum
tunneling or thermal fluctuations could eventually
induce a transition to the true vacuum state with
lower energy. This transition will create huge energy
O(1064) Joules that can burn out everything in the
Universe. While this process is extremely unlikely
to occur in the near future, it could potentially de-
stroy the current Universe after an incredibly long
timescale, estimated to be around 10300 years [3, 4].

V (ϕ)

ϕ

Tunneling

Fluctuations

True
Vacuum

Metastable
Vacuum

0

Fig. 2: Illustration of vacuum decay for potential
with a metastable vacuum [5].

3 Effect of new particles

Several unexplained experimental observations, such
as neutrino masses, dark matter, cosmic inflation,
and baryogenesis, indicate the need for new physics
beyond the SM. The inclusion of additional particles
in extensions of the SM can significantly affect the
stability of the Higgs potential and the Universe’s
lifetime. For instance, additional fermions inter-
acting with the Higgs field decrease the Universe’s
lifetime by destabilizing the electroweak vacuum
more. In contrast, the introduction of additional
scalar fields coupled to the Higgs can enhance vac-
uum stability, potentially preventing a transition to
a deeper minimum in the Higgs potential. The exact
impact of such new physics depends on the nature
of these interactions and the parameters of the ex-
tended model. Consequently, the predicted lifetime
of the Universe could range from a few years to
infinity, depending on the specific details of the
new physics framework [6, 7, 8].

In the SM, by construction, the neutrinos are mass-
less as it does not include right-handed neutrinos.
But from the neutrino oscillation experiments, we
were convinced that at least two neutrinos have
non-zero mass. These experiments reveal the mass-
squared differences between neutrino eigenstates.
The individual masses are still unknown to us. As
neutrino masses are tiny compared to other fermion
masses, the mechanism behind neutrino mass gen-
eration is believed to be different from the other
fermions, which obtain mass from the Higgs mech-
anism. The most popular natural explanation of
small neutrino masses is via the see-saw mecha-
nism. There are broadly three classes of such mod-
els, namely type-I, type-II, and type-III see-saw
models [9]. These models have additional Yukawa
coupling with the Higgs, destabilizing the Higgs
potential result in threatening the Universe stabil-
ity [6, 7].

The last few years have seen a revolution in cos-
mology and astrophysics. It is confirmed that the
Universe is filled with dark matter (DM) and even
more enigmatic dark energy. Various kinds of astro-
physical observations, e.g., anomalies in the galactic
rotation curves, gravitational lensing effects in Bul-
let clusters, etc., have indicated the existence of dark
matter in the Universe. Dark matter interacts grav-
itationally. It has no electric charge, so we cannot
observe it through its interactions with photons.
The satellite-based experiments such as Wilkin-
son Microwave Anisotropy Probe (WMAP) [10] and
Planck [11] have measured the Cosmic Microwave
Background Radiation (CMBR) of the Universe with
unprecedented accuracy and suggest that the Uni-
verse consists of about 4% ordinary matter, 27%
dark matter and the rest 69% is mysterious un-
known energy called dark energy which is thought
to be the cause of accelerated expansion of the Uni-
verse. The SM fails to provide a viable dark matter
candidate. To explain the observed presence of the
dark matter, new physics beyond the SM is required.
Dark matter particles could be new gauge bosons,
scalar, and fermion fields. Additional gauge bosons
and scalar fields could stabilize the Universe via the
additional gauge and scalar quartic couplings. This
coupling reduces the dominant effect of Higgs top
Yukawa coupling [12, 13]. However, the fermionic
dark matter interacting with Higgs may create ad-
ditional and deeper minima and threaten stability
again. Depending on the additional parameters, the
Universe could be sustained for a long time or end
soon.

It is also studied in various literature that the pres-
ence of both fermions and scalar fields could not
only explain the unexplained shortcomings of the
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SM but also help to calculate the exact lifetime of
the Universe [6, 7, 8, 12, 13].

4 Summary

The Standard Model successfully describes nature’s
fundamental particles and forces but falls short in
explaining key phenomena such as neutrino masses,
dark matter, and cosmic inflation. The Higgs bo-
son, which plays a central role in providing particle
masses, also influences the Universe’s stability. Cur-
rent parameters within the SM indicate that the elec-
troweak vacuum is metastable, meaning it could the-
oretically undergo a catastrophic vacuum transition
through quantum tunneling. However, this process
is predicted to occur on a timescale of approximately
10300 years. The introduction of new physics beyond
the Standard Model can significantly affect vacuum
stability. For instance, additional fermions interact-
ing with the Higgs field tend to destabilize the vac-
uum, whereas the presence of scalar fields and gauge
bosons can enhance its stability. While these possi-
bilities remain speculative, it is reassuring that any
potential instability is an incredibly distant concern.
More work is needed to understand these issues fully,
and drawing concrete conclusions will take consider-
able time. For now, we can take comfort in the fact
that the Universe appears stable for the foreseeable
future.
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Largest Scientific Endeavour on Earth: From LEP to

LHC
Mohammed Mohsin Khan
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The “Lord of the Collider Rings” at the European
Center for Nuclear Research (CERN) was the mighty
title that was first given to the LEP (Large Elec-
tron Positron Collider) by Herwig Schopper. LEP,
the largest electron-positron accelerator ever built
was dismantled in 2000. Its 27-kilometre tunnel now
hosts the LHC (Large Hadron Collider). The LHC is
now undisputedly recognized as the largest scientific
endeavour on our globe. Sometimes the LEP and its
successor in the same tunnel, the LHC are compared
to cathederal built in the Middle Ages. They have
some aspects in common, such as belonging to the
largest objects created by man, requiring an excep-
tional collective effort, applying the most advanced
techniques available at their time and swallowing a
large fraction of GNP. Both of these manifested in
many respects the spirit of their age, although cer-
tainly some people considered them as useless from
a practical point of view.

The LHC at CERN is a gigantic scientific instru-
ment spanning across the Swiss-French border near
Geneva. This world’s largest and most powerful par-
ticle accelerator is used by thousands of physicists
from the various countries (including India) across
the globe to search for particles to unravel the chain
of events that shaped our Universe a fraction of a
second after the Big Bang. It could resolve puzzles
ranging from the properties of the smallest particles
to the biggest structures in the vastness of the Uni-
verse.

The design and construction of the LHC took about
20 years at a total cost of approximately e3.6 billion.
It is housed in a 27 km long and 3.8 m wide tun-
nel about 100 m beneath the ground. At this level,
there is a geologically stable stratum, and the depth
prevents any radiation from escaping. Until 2000,
the tunnel was the home to the LEP storage ring,
which was built in 1989. This earlier accelerator
collided electrons with their anti-particles, positrons
to study the properties of the resulting particles and
their interactions with great precision.

There are eight elevators leading down into the tun-

nel. To move between the eight access points, main-
tenance and security people use bicycles to move
around the tunnel – sometimes for several kilome-
tres. The LHC is automatically operated from a
central control centre, so once the machine is in op-
eration, Physicists, engineers and technicians will
only have to access the tunnel for maintenance.

The actual experiment is a rather simple process:
the LHC will collide two hadrons, either protons
or lead nuclei at speeds close to the speed of light.
The very high levels of energy involved will allow
the kinetic energy of the colliding particles to be
transformed into matter, according to Einstein’s
law E = mc2. Particles created in the collisions
pass through detectors where the measurement of
the momenta, emission angles etc. are recorded for
physics studies. This experiment repeats up to 600
million times per second and for quite long dura-
tion. The LHC is mainly performing proton-proton
collisions, which will be studied by three of its four
detectors (ATLAS, CMS, and LHCb). However, for
several weeks per year, heavy ions (lead nuclei) are
being accelerated and collided instead, to be stud-
ied mainly by the dedicated ALICE detector. The
Physics Department, AMU, Aligarh has also been a
part of the ALICE Collaboration since the year 2000.

Like any other particle accelerator, the LHC has
three main components: the beam pipes, the accel-
erating structures, and the magnet system. Inside
its two beam pipes, each 6.3 cm in diameter, proton
(or heavy ion) beams travel in opposite directions
(one direction in each pipe) in an ultra-high vacuum
of 10−13 bar, comparable to the density of matter
in outer space. This low pressure is necessary to
minimize the number of collisions with resting gas
molecules and the subsequent loss of the accelerated
particles.

The protons are supplied from a hydrogen gas bottle.
Hydrogen atoms consist of a proton and an electron.
Electrons are removed using an electric discharge,
after which the protons are guided towards the ac-
celerator through electric and magnetic fields. For
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the LHC beam, 300 trillion protons are required, but
since a single cubic centimetre of hydrogen gas at
room temperature contains about 60 million trillion
protons, the LHC can be refilled 200000 times with
just one cubic centimetre of gas – and it only needs
refilling twice a day!

Every time the particles run through these cavi-
ties, they are accelerated by a strong electric field
of about 5 MV/m. The functionality of the acceler-
ators is comparable to surf on the sea: a bunch of
protons, about 100 billion of them – the surfers –
ride together on an enormous electromagnetic wave
and gain kinetic energy. Each wave accelerates one
bunch of protons, and each of the two beams consists
of 2800 discrete bunches, one every seven metres. Af-
ter 20 minutes, they reach their final energy, while
doing 11245 circuits of the LHC ring per second. In
those 20 minutes, the protons cover a distance more
than that from Earth to the Sun and back.

They enter the LHC at 99.9997828% of the speed of
light. After acceleration, they reach 99.9999991%.
This is the maximum speed that can be reached,
since nothing can move faster than light, according
to the theory of relativity. Although it is not a sig-
nificant gain in speed, at close to the speed of light,
even a small acceleration results in a large gain in
mass, and this is the important part. A motionless
proton has a mass of 0.938 GeV. The accelerators
bring them to a final mass (or energy, which in this
case is practically the same thing) of 7000 billion
electron volts (7 tera-eV or 7 TeV). If you could –
hypothetically – accelerate a person of 100 kg in the
LHC, his or her mass would end up being 700 t.

Without external forces, the protons would fly in
a straight line. To give them a circular trajectory,
the pipes are surrounded by a large magnet system
that deflects the protons’ path – these magnets are
the third part of every particle accelerator. The
larger the mass of a particle, the stronger the mag-
nets needed to keep it on track. This is where the
limitations of a particle accelerator lie, since at a cer-
tain magnetic energy, the material of the magnetic
coils cannot resist the forces of its own magnetic field
anymore. The magnets used in the LHC have been
specially designed: the dominant part of the magnet
system consists of 1232 dipole magnets, each with
a length of about 16 m and a weight of 35 t, which
create a maximum magnetic field of 8.33 tesla – 150
000 stronger than Earth’s magnetic field.

The magnets have a special two-in-one design: they
contain two magnet coils on the inside, each sur-
rounding one of the two beam pipes. The current
runs through the coils to create two magnetic fields,
pointing downwards in one pipe and upwards in

the other. This is how two particles (protons or
lead nuclei) of the same charge can follow the same
track in opposite directions – one in each beam pipe.

In addition to the dipole magnets, there are
quadrupole magnets (with four magnetic poles) for
focusing the beams, and thousands of additional
smaller sextupole and octupole magnets (with six or
eight magnetic poles each, respectively) for correct-
ing the beam size and position.

All magnet coils and the accelerator cavities are
built from special materials (niobium and titanium)
that become superconducting at very low tempera-
tures, conducting electricity to produce the electric
and magnetic fields without resistance. To reach
their maximum performance, the magnets need to
be chilled to -271.3°C (1.9K) – a temperature colder
than outer space. To cool the magnets, the acceler-
ator is connected to a distribution system of liquid
nitrogen and helium. Just one-eighth of the LHC’s
cryogenic distribution system would qualify as the
world’s largest fridge.

Around the ring there are four points at which the
chain of magnets is broken: they contain the four
huge caverns for the LHC experiments and their
detectors. Here, the trajectories of the inner and
outer beams are made to cross each other and swap
places in special X-shaped beam pipes. In all four
X-shaped pipes, the beams cross at an angle of 1.5
degrees, allowing the beams to be brought into col-
lision.

To increase the probability of particle collisions, the
bunches of particles are squeezed, by special magnets
just in front of each collision chamber, to a diameter
of 16 µm – thinner than a human hair – and 80 mm
in length. The beams are so tiny that the task of
making them collide is akin to firing needles from
two positions 10 km apart with such precision that
they meet halfway! However, the LHC technology
manages this intricate task. Nonetheless, even in
these focused beams of particles, the density is still
very low – 100 million times lower than that of water
– so most of the particles pass straight through the
other bunch of particles without colliding or even
slowing down. Thus, although there are 100 billion
protons in each bunch, when two bunches collide,
only about 20 particle collisions occur. Since colli-
sions between two bunches occur 31 million times
per second (2800 bunches × 11 245 turns of the LHC
ring per second), this still gives about 600 million
proton collisions per second when the LHC is oper-
ating at maximum intensity.

A single bunch of protons travelling at full speed
has the same kinetic energy as a one-tonne elephant
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running at 50 km/h, and the entire energy contained
in the beam is 315 megajoules (MJ), enough to melt
nearly 500 kg of copper. Therefore, considerable ef-
forts have gone into the security of the LHC. Should
the beam become unstable, this will be immediately
detected by the beam sensors, and within the next
three laps around the ring (i.e. in less than a thou-
sandth of a second) the beam will be deflected into
a kind of emergency exit, where it is absorbed by
graphite plates and concrete before it can cause any
further damage.

At LHC two protons will collide with a total ki-
netic energy of 7 + 7 = 14 TeV (or two lead ions at
a total energy of 1140 TeV). The particles created
are detected and measurements are performed for
physics studies.

According to quantum physics, these collisions will
generate all particles of the standard model with
certain probabilities. However, the probability of
generating the heavy particles that scientists are
actually looking for is very low. Few of the parti-
cle collisions will be hard enough to produce new,
heavy particles. Theory predicts that Higgs bosons
(to learn more about the Higgs boson, or other com-
pletely new phenomena that are being searched for
will be produced only very rarely (typically once
in 1012 collisions), so it is necessary to study many
collisions in order to find the ‘needle in a million
haystacks’. That is why the LHC will be run for
many years, 24 hours a day.

The events (an event is a collision with all its re-
sulting particles) are studied using giant detectors
that are able to reconstruct what happened during
the collisions – and to keep up with the enormous
collision rates. Detectors can be compared to huge
three-dimensional digital cameras that can take up
to 40 million snapshots (with digitised information
from tens of millions of sensors) per second. The
detectors are built in layers, and each layer has a
different functionality. The inner ones are the least
dense, while the outer ones are denser and more
compact.

The heavy particles that scientists hope to be pro-
duced in the LHC collisions are predicted to be very
short-lived, rapidly decaying into lighter, known
particles. After a hard collision, hundreds of these
lighter particles, for example electrons, muons and
photons, but also protons, neutrons and others, fly
to the detector where these are recorded. Study of
the characteristics of these particles establishes pro-
duction of heavy flavours.

The trajectories of charged particle are bent by
magnetic fields, and their radius of curvature is used

to calculate their momenta: the higher the kinetic
energy, the shallower the curvature. For particles
with high kinetic energy, therefore, a sufficiently
long trajectory must be measured in order to ac-
curately determine the curvature radius. Other
important parts of a detector are calorimeters for
measuring the energy of particles (both charged and
uncharged). The calorimeters too have to be large
enough to absorb as much particle energy as pos-
sible. These are the two principle reasons why the
LHC detectors are so large.

The detectors are built to hermetically enclose the
interaction region in order to account for the total
energy and momentum balance of each event and to
reconstruct it in detail. Combining the information
from the different layers of the detector, it is possible
to determine the type of particle which has left each
trace.

Charged particles – electrons, protons and muons
– leave traces through ionisation. Electrons are very
light and therefore lose their energy quickly, while
protons penetrate further through the layers of the
detector. Photons themselves leave no trace, but
in the calorimeters, each photon converts into one
electron and one positron, the energies of which are
then measured. The energy of neutrons is measured
indirectly: neutrons transfer their energy to protons,
and these protons are then detected. Muons are the
only particles that reach (and are detected by) the
outermost layers of the detector.

Each part of a detector is connected to an elec-
tronic readout system via thousands of cables. As
soon as an impulse is registered, the system records
the exact place and time and sends the information
to a computer. Several hundred computers work
together to combine the information. At the top of
the computer hierarchy is a very fast system which
decides – in a split second – whether an event is
interesting or not. There are many different criteria
to select potentially significant events, which is how
the enormous data of 600 million events is reduced
to a few hundred events per second that are investi-
gated in detail.

The LHC detectors were designed, constructed and
commissioned by international collaborations, bring-
ing together scientists from institutes all over the
world. In total, there are four large (ATLAS, CMS,
LHCb and ALICE) and two small (TOTEM, LHCf)
experiments at the LHC. Considering that it took 20
years to plan and construct the detectors, and they
are intended to run for more than 10 years, the total
duration of the experiments is almost equivalent to
the entire career of a physicist.
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The construction of these detectors is the result
of what could be called a ‘group intelligence’: while
the scientists working on a detector understand the
function of the apparatus in general, no one scien-
tist is familiar with the details and precise function
of each single part. In such a collaboration, every
scientist contributes with his or her expertise to the
overall success.

The two largest experiments, ATLAS (A Toroidal
LHC ApparatuS) and CMS (Compact Muon
Solenoid), are general-purpose detectors optimised
for the search for new particles. ATLAS and CMS
are located on opposite sides of the LHC ring, 9 km
apart. Having two independently designed detectors
is vital for cross-confirmation of any new discoveries.

The ATLAS and the CMS collaborations each con-
sist of more than 2000 physicists from 35 countries.
The ATLAS detector has the shape of a cylinder
25 m in diameter and 45 m in length, about half
as big as Notre Dame Cathedral in Paris, France,
and weighing the same as the Eiffel Tower (7000 t).
Its magnetic field is produced by a solenoid in the
inner part and an enormous doughnut-shaped toroid
magnet further outside.

The CMS detector also has a cylindrical shape (15
m in diameter and 21 m in length) and is built
around a superconducting solenoid magnet generat-
ing a field of 4 tesla, which is confined by a steel
yoke that forms the bulk of the detector’s weight of
12500 t. While ATLAS was constructed in situ, the
CMS detector was constructed at the surface, low-
ered underground in 15 sections and then assembled.

The LHCb experiment will help us to understand
why we live in a universe that appears to be com-
posed almost entirely of matter but no antimatter.
It specialises in investigating the slight differences
between matter and antimatter by studying a type
of particle called the bottom quark, or b quark. To
identify and measure the b quarks and their anti-
matter counterparts, the anti-b quarks, LHCb has

sophisticated movable tracking detectors close to
the path of the beams circling in the LHC. ALICE
(A Large Ion Collider Experiment) is a specialised
detector for analysing the collisions of lead ions. For
a few weeks each year these, rather than protons,
will be collided in the LHC. Within the dimensions
of an atomic nucleus, this will create conditions that
prevailed about a millionth of a second after the Big
Bang, when the temperature of the entire Universe
was about 100000 times hotter than the interior of
the Sun. These conditions might create a state of
matter called a quark-gluon plasma, the character-
istics of which physicists hope to study.

The LHC produces roughly 15 petabytes (15 mil-
lion gigabytes) of data annually – enough to fill
more than 3 million DVDs. Thousands of scientists
around the world want to access and analyse these
data, so CERN is collaborating with institutions in
33 countries to operate a distributed computing and
data storage infrastructure: the LHC Computing
Grid (LCG).The LCG will allow data from the LHC
experiments to be distributed around the globe, with
a primary backup kept at CERN. After initial pro-
cessing, the data will be distributed to eleven large
computer centres. These tier-1 centres will make
the data available to more than 120 tier-2 centres
for specific analysis tasks. Individual scientists can
then access the LHC data from their home coun-
try, using local computer clusters or even individual
PCs.
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Exploring the Universe with AMS-02: A Window to

Cosmic Mysteries
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The Alpha Magnetic Spectrometer
(AMS-02) is a state-of-the-art particle
physics detector installed on the Inter-
national Space Station (ISS) to study
cosmic rays and the fundamental nature
of the universe. Designed to identify
antimatter, dark matter, and measure
cosmic ray composition, AMS- 02 pro-
vides unprecedented precision in parti-
cle detection from space. Since its de-
ployment in 2011, it has revolutionized
our understanding of high-energy phe-

nomena, contributing to questions about the origins of the universe, the nature
of dark matter, and the prevalence of antimatter. AMS-02 continues to shape
modern astrophysics, bridging the gap between particle physics and cosmology
through innovative space-based research.

The Alpha Magnetic Spectrometer-02 (AMS-02) is
a state-of-the-art particle physics detector mounted
on the International Space Station (ISS). Its primary
mission is to study cosmic rays to gain insights into
the universe’s fundamental structure and origin. By
analyzing high-energy particles from space, AMS-02
seeks to detect evidence of dark matter, antimatter,
and other phenomena that could shed light on the
composition of the cosmos.

Samuel C. C. Ting, the principle investigator of the
AMS-02 experiment.

The concept for AMS-02 was proposed by Nobel
laureate physicist Samuel C. C. Ting in the mid-
1990s. The project is a collaborative effort involv-
ing 56 institutions from 16 countries, highlighting

its global significance. A prototype, AMS-01, was
tested aboard the Space Shuttle Discovery during
the STS-91 mission in 1998. Following this suc-
cessful demonstration, AMS-02 was developed for
long-term operation on the ISS. It was launched
aboard the Space Shuttle Endeavour on May 16,
2011, during the STS-134 mission and was installed
on the ISS on May 19, 2011.

AMS-02 is designed to address several key ques-
tions in modern physics:

Search for Antimatter: One of the experiment’s
primary goals is to search for primordial antimat-
ter by detecting antihelium nuclei. The presence of
such particles would suggest the existence of large
amounts of antimatter in the universe, providing
insights into the matter-antimatter asymmetry ob-
served today.
Dark Matter Detection: AMS-02 analyzes cos-
mic ray particles to identify anomalies that could
indicate interactions involving dark matter particles.
By studying the flux of positrons and electrons, the
experiment aims to detect signatures consistent with
dark matter annihilation or decay.
Study of Cosmic Ray Propagation: The detec-
tor measures the composition and energy spectra of
cosmic rays, including protons, nuclei, and electrons.

*Ph.D., Aligarh Muslim University, Aligarh.
PDF with Samuel C. C. Ting (Nobel Laureate), CERN, Geneva.

24



Dept. of Physics, AMU Physics Bulletin-2025

These measurements help scientists understand the
propagation mechanisms of cosmic rays through the
galaxy and provide information on their sources and
acceleration processes.

AMS-02 comprises several sophisticated subsystems
that work together to identify and measure particles
with high precision:

• Magnet: A permanent magnet creates a mag-
netic field that bends the trajectories of charged
particles, allowing the determination of their
charge and momentum.

• Silicon Tracker: This component measures the
curvature of particle tracks within the magnetic
field, providing precise momentum and charge sign
information.

• Transition Radiation Detector (TRD): The
TRD distinguishes between light particles, such
as electrons and positrons, and heavier protons by
detecting transition radiation emitted as particles
traverse materials at relativistic speeds.

• Time of Flight (TOF) System: The TOF sys-
tem measures the time it takes for particles to tra-
verse a known distance, aiding in velocity deter-
mination and particle identification.

• Ring Imaging Cherenkov Detector (RICH):
The RICH measures the velocity of charged par-
ticles by detecting Cherenkov radiation, which,
combined with momentum information, allows for
mass determination.

• Electromagnetic Calorimeter (ECAL): The
ECAL measures the energy of electrons, positrons,
and photons by absorbing the entire energy of
the particle, providing a complete energy measure-
ment.

A schematic diagram of the AMS-02 detector,
illustrating its various components.

One of the most significant results from AMS-02
is the precise measurement of the positron frac-
tion in cosmic rays, spanning a wide energy range.
This measurement revealed an unexpected excess
of positrons at high energies, sparking discussions
about their origin. The observed anomaly has been
linked to possible contributions from dark matter
annihilation, pulsars, or other astrophysical phe-
nomena, making it a focal point for theoretical and
experimental investigations.

AMS-02 has also provided detailed measurements
of the fluxes of various nuclei, such as protons, he-
lium, and heavier elements like carbon and iron.
These data have improved our understanding of cos-
mic ray propagation in the galaxy and the processes
involved in their acceleration and interactions with
interstellar matter. Additionally, AMS-02 has been
instrumental in distinguishing between primary cos-
mic rays, which originate from astrophysical sources,
and secondary cosmic rays, which result from inter-
actions of primary rays with interstellar material.

Another groundbreaking result is the precise mea-
surement of cosmic ray anti-protons. These data
have constrained models of dark matter and cos-
mic ray production, as any significant contribution
from dark matter annihilation would manifest as de-
viations in the anti-proton spectrum. AMS-02 has
achieved the most sensitive search to date for primor-
dial anti-helium, a potential signature of antimatter
in the universe, though none has been detected so
far.

A recent AMS-02 result highlights an intriguing
excess in the detection of cosmic rays composed of
deuterons—atomic nuclei consisting of a proton and
a neutron. Deuterons are believed to form simi-
larly to helium-3 nuclei through collisions between
primary helium-4 nuclei and other nuclei in the
interstellar medium. If this hypothesis holds, the
deuteron-to-helium-4 flux ratio would closely resem-
ble the helium-3-to-helium-4 flux ratio.

However, AMS-02 observations show a significant
disparity in these ratios above a rigidity of 4.5 giga-
volts (GV). Unlike the helium-3-to-helium-4 ratio,
which decreases more steeply with increasing rigid-
ity, the deuteron-to-helium-4 ratio declines more
gradually. Even more unexpectedly, above 13 GV,
the AMS-02 data indicate that the deuteron flux is
nearly identical to the proton flux, characteristic of
primary cosmic rays. To put it simply, AMS has
found more deuterons than expected from collisions
between primary helium-4 nuclei and the interstellar
medium.

25



Dept. of Physics, AMU Physics Bulletin-2025

“Measurement of deuterons is quite diffi-
cult because of the large cosmic proton back-
ground,” says AMS spokesperson Samuel Ting.
“Our unexpected results continue to show how
little we know about cosmic rays. With the
coming upgrade of AMS to increase its accep-
tance by 300%, AMS will be able to measure
all the charged cosmic rays to one percent ac-
curacy and provide an experimental basis for

the development of an accurate cosmic-ray
theory.”

AMS-02 stands as a groundbreaking instrument in
exploring cosmic mysteries, from the nature of dark
matter to the universe’s composition. Its achieve-
ments continue to advance our understanding of cos-
mic rays and the fundamental questions of physics.
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1 Introduction

Neutron stars (NSs) are extraordinary cosmic laborato-
ries that allow us to probe the fundamental properties of
matter under intense gravitational and magnetic fields,
extreme densities, isospin asymmetry, and high temper-
atures. They embody a fascinating interplay between
nuclear processes and astrophysical observables. Study-
ing NSs integrates expertise from disciplines such as
general relativity (GR), high-energy physics, nuclear
physics, and quantum chromodynamics (QCD). With
masses exceeding the Sun’s compressed into a sphere
of 10 km radius, NSs offer unparalleled access to the
phase diagram of matter at extreme conditions, shaping
our understanding of diverse astrophysical phenomena.

Significant theoretical and observational advances have
deepened our understanding of NSs. Observations from
X-ray and gamma-ray observatories, as well as gravi-
tational wave detections from events like GW170817,
GW190814, and GW230529 [1, 2, 3], have unveiled new
insights into NS structures and equations of state (EoS).
These findings indicate that EoS must be sufficiently
stiff at high densities to support NSs with masses above
2M⊙, as confirmed by precise mass measurements of
pulsars like PSR J1614-2230 (M = 1.97 ± 0.04M⊙)
[4], PSR J0348+0432 (M = 2.01 ± 0.04M⊙) [5], and
PSR J0740+6620 (M = 2.08± 0.07M⊙) [6].

The measurement of NS radii from various observations,
including Neutron Star Interior Composition Explorer
(NICER), X-ray Multi-Mirror (XMM), and gravitational-
wave detectors like Laser Interferometer Gravitational-
Wave Observatory (LIGO) and Variability of Irradiance
and Gravity Oscillations (VIRGO), has significantly con-
strained the EoS of dense matter. Recent NICER ob-
servations of the high-mass pulsar PSR J0740+6620,
complemented by XMM-Newton data, have updated
the radius estimates to R = 12.49+1.28

−0.88 km and
R = 12.76+1.49

−1.02 km [7] which also cover the earlier mea-
surements of R = 12.39+1.30

−0.98 km and R = 13.71+2.61
−1.50

km [8, 9]. For the millisecond pulsar PSR J0030+0451,
radii were measured to be R = 13.02+1.24

−1.06 km [10] and
R = 12.71+1.14

−1.19 km [11].

These measurements imply that the EoS must remain
sufficiently stiff at high densities to prevent gravitational
collapse under such extreme conditions. Models that
fail to achieve this maximum mass threshold are incom-
patible with observational data, emphasizing the need
for a delicate balance between stiffness at high densities
and compliance with lower-density constraints, such as
those derived from radius and tidal deformability mea-
surements. This implies that for a given model, the EoS
should be compatible with the chiral effective field the-
ory constraints at very low density, satisfy the radius and
tidal deformability constraints at the intermediate densi-
ties, and also meet the 2M⊙ at high density.

The measurements of HESS J1731-347 and XTE J1814-
338 have introduced compelling challenges to our un-
derstanding of neutron star (NS) structure and the equa-
tion of state (EoS) governing ultra-dense matter. These
objects, with their distinct properties, stand apart from
typical neutron star measurements and demand novel
theoretical insights to reconcile their characteristics with
established models.

1.1 HESS J1731-347: A Low-Mass, Com-
pact Star

HESS J1731-347 is an exceptionally low-mass neutron
star, with a mass of M = 0.77+0.20

−0.17 M⊙ and a radius
of R = 10.4+0.86

−0.78 km [12]. Such low-mass NSs are rare
and present significant challenges to EoS models, as they
require an explanation for how matter remains stable
at densities substantially lower than those typically ob-
served in more massive neutron stars.

This measurement is particularly intriguing when com-
pared with the canonical 1.4M⊙ NSs observed in events
like GW170817. Models of dense matter must address
the stability and structure of stars at lower masses, where
gravitational forces are weaker but still sufficient to com-
press matter to densities exceeding that of nuclear matter.
The compactness of HESS J1731-347 suggests that it
may exhibit an unusual internal structure, such as exotic
phases of matter (e.g., hyperons, deconfined quarks, or
Bose-Einstein condensates) or interactions dominated by
non-standard nuclear forces.
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1.2 XTE J1814-338: An Extremely Small
Radius

XTE J1814-338, on the other hand, is notable for its un-
usually small radius, R = 7.0 km, coupled with a mass
of M = 1.21M⊙ [13]. This combination yields an ex-
ceptionally high compactness ratio, which challenges the
stiffness of most standard EoS models. Such a compact
radius for a relatively low mass implies an EoS that is
much softer at intermediate densities than what is typi-
cally inferred from observations of higher-mass neutron
stars.

In contrast to GW170817, which provides constraints
on tidal deformability and supports a radius range of
approximately 11.9–13.6 km for 1.4M⊙ neutron stars,
XTE J1814-338 falls significantly below this range. This
suggests that models accommodating such small radii
must reconcile the behavior of dense matter across a
wide range of densities, from soft EoS at low masses
to stiff EoS capable of supporting 2M⊙ stars like PSR
J0740+6620.

The existence of such outliers as HESS J1731-347 and
XTE J1814-338 presents several challenges. One being
that the models must exhibit an extraordinary degree of
flexibility to simultaneously describe soft and stiff mat-
ter behavior, as required by low-mass and high-mass
neutron stars, respectively.

Fig. 1: Mass-Radius relation for EoS with different com-
positions: Nucleons only (black), Nucleons with Hyper-
ons (red), Nucleons with Dark matter admixed (blue),
Strange matter (orange and green) at two different pa-
rameter values. The magenta and black dashed lines
correspond to the causality limit and Buchdahl limit, re-
spectively. The various shaded areas are credibility re-
gions for mass and radius inferred from the analysis of
PSR J0740+6620, PSR J0030+0451, PSR J0437-4715,
HESS J1731-347, and XTE J1814-338 [9, 14, 10, 11, 15,
12, 13].

Figure 1 shows the mass-radius (MR) relationship for
the different interior compositions of an NS, obtained
by solving the Tolmann-Oppenheimer-Volkoff (TOV)

equations. The black line represents the EoS from a
Density-Dependent Relativistic Mean-field (DD-RMF)
model with nucleons only. In this model, the interaction
is described considering nucleons (and other hadrons)
interacting through the exchange of virtual mesons. The
red line corresponds to the DD-RMF model with nucle-
ons and hyperons, that soften the EoS and hence lower
the maximum mass [16]. The blue line represents the nu-
cleons with Dark Matter (DM) in the RMF model [17].
The orange and green curves represent the Strange stars
(stars made of pure quark matter: u, d, s) at two differ-
ent parameter values of the vector interaction enhanced
bag (vBag) model which is a free Fermi gas model with
repulsive vector interaction [18]. The magenta and black
dashed lines correspond to the causality limit (C = M/R
= 0.354 where the speed of sound squared c2s = 1) and
the Buchdahl limit (C = 0.49), respectively. Any MR
relation in these two regions is ruled out. The various
shaded areas are credibility regions for mass and radius
inferred from the analysis of PSR J0740+6620, PSR
J0030+0451, PSR J0437-4715, HESS J1731-347, and
XTE J1814-338.

We see that all the MR curves satisfy the 2M⊙ limit
and the radius constraints. For the orange curve, it starts
from the origin as it is a strange star which are self-
bound,compared to the hadronic stars, which are gravity-
bound, it satisfies the HESS J1731-347 constraint also.
For the green curve, although it satisfies the XTE J1814-
338 measurement and also reaches the 2M⊙ limit, it
ends up in the causality region, which is forbidden. So
we can explain this measurement only if the maximum
mass is less than 2M⊙ which then is ruled out because
its a first condition for EoS to be accepted. There are
several studies in this measurement, but all fail to reach
a 2M⊙ constraint. Hence, the nature of XTE J1814-338
is very elusive because of its very low radii, which sits
right away from other measurements.

2 Summary

The HESS J1731-347 and XTE J1814-338 measure-
ments may hint at the presence of exotic matter such as
quarks, hyperons, or condensates. For XTE J1814-338,
such states might account for its compactness, while for
HESS J1731-347, they could explain its stability at low
mass.

Events like GW170817 provide stringent constraints on
tidal deformability, favoring intermediate stiffness. Rec-
onciling these with extreme cases like XTE J1814-338 is
non-trivial.

These measurements test the precision and consistency
of current instruments like NICER, XMM-Newton, and
gravitational wave observatories. Further observations
are critical to confirm these results and refine their uncer-
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tainties.

Together, these measurements broaden the landscape
of neutron star studies. They underscore the diversity of
neutron star properties and demand a deeper exploration
of dense matter physics. Furthermore, these results may
hold clues to the nature of the strong force under extreme
conditions, offering pathways to refine our understand-
ing of fundamental interactions in the universe.

Future observations and theoretical developments are es-
sential to interpret these challenging and unusual neutron
star properties within a unified framework.
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Abstract

Recently, I had an opportunity to interact with several senior as well as some junior medical
doctors from large and reputed hospitals in Sydney, Australia. Most of them were radiologists
and/or experts in interpreting the images/scans obtained from different types of diagnostic
gadgets. As is common elsewhere, it is a common practice here as well for doctors to ask for
the results of various diagnostic tests before prescribing any medication or deciding on the
course of action. I asked these expert doctors whether they knew how a particular medical
diagnostic tool or gadget, starting from a simple stethoscope to a complicated MRI or PET scan
unit, really works. Though not surprising, most of them replied, “No”. They said they know
how to interpret a given image or scan but do not know how the image is taken by the machine.
When asked if they would like to know how the scanning machine works, the reply was a quick
and emphatic, “Yes.” Later, I also discussed this point with my friends from different walks of
life who use gadgets like a BP instrument or a glucometer. They all showed great eagerness
to know, in simple and essentially non-mathematical language, the working of some frequently
used medical diagnostic tools like a stethoscope, pulse oximeter, MRI, PET, or CT unit. I,
therefore, took up a project on the subject. A book on the working of ten diagnostic gadgets
is in the pipeline as the first phase of the project. A brief write-up on the PET scan, based on
the material provided in the book, is presented here.

1 Introduction

Positron emission tomography is a technique used
to identify and capture an image of an anatomi-
cal body part by studying the performance levels
of its metabolic and/or biological processes. Hu-
mans eat food, digest it, and convert it primarily
into glucose, amino acids (which make up proteins),
and fatty acids (which make up fats). The digested
food—glucose, etc.—is absorbed into the blood and
distributed to different parts of the body through
blood circulation. Tissues and cells in different body
parts (anatomical structures) convert glucose/sugars
into energy. Energy is defined as the ability to do
work. It would not be wrong to say that modern
civilization has been made possible because humans
learned how to transform energy from one form to
another and then use it to perform work. Energy is
something that a physical system may possess, and
work is something that an energetic system may per-
form. As such, both energy and work are measured
in the same unit, called the joule, represented by the
letter J. Of course, several other units are also used
to measure energy and work.

The pathways in the human body that convert food
to energy constitute metabolic activity. Metabolism
refers to the chemical (metabolic) processes that
take place as the human body converts food and
drinks into energy. Metabolism in the human body

constantly provides it with energy for essential body
functions like breathing, circulating blood, grow-
ing and repairing cells, managing hormone levels,
regulating body temperature, and digesting food,
etc. The human body needs a minimum number
of joules (of energy) to sustain these essential func-
tions. This minimum number of joules is called
the Basal Metabolic Rate (BMR). The BMR value
varies from person to person. An average man has a
BMR of around 7100 kilojoules (kJ) per day, while
the average woman has a BMR of around 5900 kJ
per day.

It has been observed that the metabolic activity
of abnormal body parts, for example, the anatomic
part that has cancer, increases much more than that
of the corresponding normal part. Normal cells have
a particular way of converting carbohydrates, fats,
and proteins into energy; however, cancer cells do it
differently. Compared to healthy cells, cancer cells
use more glucose to produce the same amount of
energy. Therefore, the consumption rate of glucose
in cancer-infected body parts is much higher than
in the corresponding healthy parts. Similarly, the
metabolic activity of parts of the brain that do not
function properly becomes considerably enhanced
compared to the parts that function normally. As a
result of the enhanced metabolic activity, a consid-
erably larger amount of sugar/glucose accumulates
in the abnormal body part.
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In PET scanning, the patient is given some form of
sugar, like glucose, that has a very small amount of
short-lived radioactive atoms attached to it. Such
sugar is called tracer-labeled sugar, and the short-
lived radioactive material is referred to as the tracer.
The glucose labeled with radioactive tracer atoms is
generally injected into the patient via a vein using
an intravenous (IV) line. Within 30 to 90 minutes,
the injected tracer-labeled glucose gets distributed
in the patient’s body and accumulates in the abnor-
mal body part in larger concentrations, where the
radioactive atoms undergo decay. The decaying ra-
dioactive atoms of the tracer, emit radiation in the
abnormal body part where they have accumulated
in large quantities. Radiation emitted from the ab-
normal body part is recorded by suitable detectors
housed in the scanner of the system. The detectors
convey the information obtained to the computer,
which analyzes the data and illuminates the abnor-
mal area of the body where the radioactive material
has accumulated, producing the required image of
the abnormal body part. The intensity of the image
depends on the decay rate of the tracer atoms; the
larger the number of tracer atoms accumulated in
the affected part, the greater the metabolic activ-
ity of the part, corresponding to a higher level of
abnormality

2 Radioactivity and Tracers

Some atoms in nature are found to be unstable and
undergo spontaneous disintegration. This property
of disintegration is called natural radioactivity. Es-
sentially, it is the nucleus of a radioactive atom that
disintegrates; hence, radioactivity is a nuclear phe-
nomenon. If one takes some atoms of a radioactive
material, the number of radioactive atoms decreases
with time; the time in which the number of radioac-
tive atoms reduces to half of its original number
is called the “half-life” of the atom. Radioactive
atoms with half-lives ranging from several thousand
and billions of years to a few milli-microseconds are
found in nature.

It is also possible to create new radioactive atoms by
hitting a sample of stable atoms with focused beams
of high-energy nuclear particles like neutrons, pro-
tons, alpha particles, etc. Nuclear projectiles may
be accelerated to high energies in special machines
called particle accelerators or atom smashers. An
important property of radioactive atoms is that
each atom of a given species decays by a very spe-
cific decay mode. The decay modes of atoms of two
different species are different from each other. This
property of individual decay modes makes it possi-
ble to identify the radioactive atom in a unique way,
without any ambiguity, by studying its decay mode.
Radioactive atoms, when they decay, emit specific

radiation, like alpha particles, beta particles, and/or
gamma rays. The alpha particle is the nucleus of the
helium atom, while there may be two types of beta
particles: beta-plus, denoted as β+, and beta-minus,
denoted by β−. Gamma rays, high-energy electro-
magnetic radiation denoted by γ, are also emitted
in radioactive decay.

Radioactive atoms of short half-lives are often used
for research on living beings and plants. A small
quantity of these short half-life radioactive atoms,
called tracers or radiopharmaceuticals, is mixed with
a suitable substance or fluid and injected into the
living object. The flow of the injected substance or
fluid in the object may be monitored by detecting
the specific radiation emitted by the decaying ra-
dioactive tracer atoms. The reason why atoms of
short half-life are used as tracers is the fact that
all the radioactive tracer atoms of short half-life in-
jected into the living object decay in a short time.
It is estimated that in a time span equal to about
five times the half-life of the atomic nucleus, almost
99.9% of the injected atoms decay.

In PET scanning, radioactive atoms of 18F (an
isotope of the element fluorine) are mixed with glu-
cose as tracer atoms. The 18F -tracer-mixed glucose
is called fluorodeoxyglucose, or FDG. The half-life
of 18F is about 110 minutes, and therefore, almost
all atoms of 18F decay out of the body within, say,
10 hours of their injection into the body. When an
atom of 18F decays, it emits a nuclear particle called
a positron, which is denoted by the symbol β+. It
is like an electron that revolves around the nucleus
in atoms, with the difference that while the electron
(denoted by e− or β−) has a negative electric charge,
the positron has an equal amount of positive electric
charge. The positron is also called the antiparticle
of an electron. In particle physics, there are several
pairs of particles and their antiparticles.

3 Annihilation gamma rays

Since the metabolic activity of the abnormal body
part (infected with cancer or not working normally)
is higher than the normal part, a considerably large
amount of 18F -activated sugar injected into the
blood through an IV line gets accumulated in the
cancerous or abnormal body part. The tracer atoms
of 18F , accumulated in the abnormal part, undergo
radioactive decay, emitting one positron (β+) per
decay in the abnormal body part. The emitted
positron travels a very small distance, less than 1
mm, before it encounters an electron (β−) of some
atom present in this part. Positrons (emitted by
tracer atoms) and electrons (present in atoms in
the body part) undergo a very special phenomenon
called ‘annihilation’ when they meet each other.
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In the process of annihilation, the positron and the
electron vanish (get converted into energy), and two
gamma radiations, each of energy 511 keV, are emit-
ted simultaneously in opposite directions. The angle
between the emitted gamma pair will be 180◦ if they
annihilate at rest (i.e., the process of annihilation
takes place when both the positron and the electron
are at rest or stationery). However, in most cases,
the annihilation occurs while they are still in motion,
and the angle will be slightly less than 180◦ (maybe
178◦). Fig. 1, shows the decay sequence of the 18F
atom and the annihilation of the electron-positron
pair. It may be noted that the sizes of atoms, the
position, and the electron are highly exaggerated in
the figure.

Fig. 1: Pictorial representation of 18F decay and
gamma annihilation.

A few pairs of gamma ray detectors, placed oppo-
site to each other, are kept in the scanner of the
PET system. The gamma detectors of each pair
are tuned to detect annihilation gammas of 511 keV
energy that reach the two detectors within a very
short time of the order of 10−9 seconds. The se-
lection of gamma ray energy and time coincidence
between the two gamma rays detected by the two
detectors ensures that the possibility of detecting
stray gamma rays, which are present in the back-
ground and are not associated with the annihilation
of the positron-electron pair, is reduced to almost
zero. The gammas detected by the two detectors
are actually the annihilation gammas created as a
result of the annihilation of the positron-electron
pair. The detectors generate signals only for 511
keV gamma rays that are in time coincidence in the
two detectors placed diagonally opposite each other.

The detectors provide coincident gamma signals to
the computer of the system. The computer analyzes
the detector data using specialized software and, by
extending the trajectories of the detected gammas
in the backward direction with the help of suitable
software. This helps in determining the point on
the patient’s body where the event of annihilation
has taken place. Further, the computer also illu-

minates these annihilation points. Since there is
excess accumulation of 18F -loaded sugar (FDG) in
the abnormal/infected body part, many positron-
electron annihilation events take place in that part.
These events are detected by coincidence gamma
detectors, and the part is brightly illuminated by
the computer in comparison to the other normally
functioning body parts. It may be noted that in ac-
tual PET images, the abnormal/infected body parts
appear darker since they are negative images of the
actual photograph. In short, PET scanning is the
technique of mapping the 3-D tracer concentration
in the body using the positron-electron annihilation
process.

4 PET Scanner unit

A PET scan machine, shown in Fig. 2, has four
important components: (a) a control console, (b) a
powerful minicomputer with appropriate analyzing
software, (c) a doughnut-shaped scanner unit that
has a large hole at its center, and (d) a patient
bed that can slide into the central hole of the scan-
ner unit. The scanner unit may rotate at different
speeds around the bed. There are a few (up to four)
detector setups fixed in the scanner unit, spaced
symmetrically. These detector setups rotate around
the patient’s bed with the rotation of the scanner
unit.

Fig. 2: An image of a PET scan Unit

Each detector setup consists of a pair of gamma-ray
detectors held diametrically opposite to each other
to detect the pair of coincident annihilation gamma
rays emitted when a positron (emitted by the tracer
atom) combines with an electron (present in the
human body). Events (simultaneous detection of
511 keV gammas by the two detectors of a given
detector setup) recorded by different detector setups
activate the analyzing software of the minicomputer.
Then it extrapolates the trajectories of the detected
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gamma rays to identify and illuminate the point on
the human body where the annihilation event has
taken place. The computer also takes a snapshot of
the illuminated area.

In each rotation of the scanner, several snapshots
of the part of the patient’s body lying immediately
below the rotating scanner, with illuminated areas
indicating the locations with large FDG concentra-
tions, are taken by different detector setups. The
analyzing software generates a single image by syn-
thesizing the large number of snapshots taken by
different detector setups in one rotation. This im-
age is called a slice. With the patient lying on the
bed, the operator/technician operating the system
remotely from the control console may bring differ-
ent sections of the patient’s body under the scanner
one after the other and generate several slices of the
target body part. A full-body image is made by
synthesizing images/slices of different sections.

A full-body PET scan is of great help in identi-
fying regions of enhanced metabolic activity in the
body, which may be locations with high potential for
future development of cancer, etc., or may indicate
the onset of abnormal metabolic activity. To further
confirm the PET scan findings, a CT scan of the
patient is also taken in most cases.

PET scanning is a noninvasive, harmless, and safe
method of imaging body parts that have higher than
normal metabolic/biological activity. Since the ra-
dioactive tracer material injected into the patient is
in very small amounts and has a short half-life, it de-
cays out of the body within a few hours. Moreover,
the tracer decay product, the positron itself, has a

very short time span, combining with an electron
within a few nanoseconds of its emission. As such,
there is no residual effect of the tracer left in the
patient after a few hours. During this time, there is
also no adverse effect either on the patient or on the
people staying near the patient. Fig. 3 shows the
FDG PET scan of a patient having a cancer infected
lymph node and a cancer developing in the neck.

Fig. 3: FDG PET scan of neck indicating the in-
fected lymph node and a part of neck

In conclusion, PET scanning is an important, nonin-
vasive imaging technique that helps doctors find ar-
eas of abnormal activity in the body, like early signs
of cancer. This technology relies on nuclear physics,
using small amounts of radioactive tracers to detect
changes in metabolism. The process works by de-
tecting positrons emitted during radioactive decay,
which helps create detailed images of the body. Nu-
clear physics plays a key role in making PET scans
possible, and it has greatly improved how doctors
diagnose and treat various health conditions.
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Abstract

This exploration into natural radiation’s origins within Earth’s environment covers its histor-
ical progression, health and environmental impacts, and the essential evaluation as well as
regulation of these sources. It underscores the need for understanding and establishing safety
measures, encompassing types, exposure methods, health effects, regulations, and future chal-
lenges. As a matter of fact, cosmic, terrestrial, and internal elements contribute to natural
radiation. Cosmic rays from the outer space, terrestrial sources like uranium, and internal ab-
sorption from within the body may pose health risks. Measurement units like Roentgen, Gray,
Sievert, and Becquerel regulate exposure, vital for safeguarding health and the environment.
Exposure assessment tools like Thermos-Luminescent Dosimeter (TLD), Optical Stimulated
Luminescent (OSL) dosimeters, and gamma spectrometry measure doses and identify radioiso-
topes. Biological dosimetry evaluates radiation effects on living organisms, offering insights
into health risks and management strategies. Advancements like gamma-ray spectrometry and
digital Geiger Muller (GM) Counters enhance understanding and data precision in various en-
vironments, enabling risk assessment and regulatory compliance. Attempts have been made to
touch upon the health risks like lung cancer, genetic mutations, tissue damage, emphasizing the
need for extensive research and safety strategies. International regulatory frameworks manage
natural radiation risks, with nations setting varying limits. Environmental impact studies aim
to preserve safety for future generations.

1 Introduction

Natural radiation refers to electromagnetic waves
or particles that originate from naturally occurring
sources and are found in the environment. It is be-
lieved that this type of natural radiation has been
present since the formation of the Earth and is an
integral part of its natural environment. This in-
cludes cosmic radiation from outer space, radiation
produced by radioactive elements present in soil,
rocks, and building materials, as well as radiation
from radon gas. Thus, as shown in Fig. 1, we can say
that natural radiation is present everywhere around
us.

This radiation can equally affect our health and envi-
ronment. If we understand this radiation, it can help
us establish safety standards and potentially reduce
the associated risks. It also provides a basis for com-
paring the effects of human-made radiation sources
from industries, medicine, and nuclear technology.
It is noteworthy that the historical context and un-
derstanding of natural radiation composition have
undergone significant changes over time. Initially,
awareness about natural radiation was quite limited,
and the potential health effects, whether positive or
negative, were not fully understood. After Henri
Becquerel’s discovery of radioactivity in 1896, and
subsequent work by Marie Curie and Pierre Curie,

efforts were quickly made to understand the com-
position of natural radiation. Research revealed
that radioactive elements like uranium and thorium
contribute to the composition of natural radiation.
Later, radon was identified as a radioactive gas,
and due to its hazardous effects, efforts were made
toward better measurement and safety standards.
Radon levels were measured at various locations,
and methods and measures were developed to ad-
dress the associated risks, such as increased lung
cancer rates [1].

Fig. 1: Typical sources of Natural Radiation —
Food, Air, Home, Body, Soil, Cement, etc.
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Advances in technology and studies have helped
to improve our understanding of natural radiation.
These studies assist us in providing strong policies
[2] for public health and environmental protection.
Assessing the composition of natural radiation is cru-
cial for the protection of human health and the envi-
ronment. If we can identify high-radiation areas and
regulate natural and artificial sources of radiation,
we can increase necessary precautions and develop
effective policies for the long-term welfare of soci-
ety [3]. The following description aims to provide
a comprehensive understanding of the various types
of natural radiation, exposure assessment methods,
health-related outcomes, regulatory framework, en-
vironmental impacts, and future possibilities and
challenges.

2 Types of Natural Radiation

Natural radiation occurs in various forms, including
cosmic, terrestrial, and internal radiation. Cosmic
radiation originates from the sun and other celes-
tial bodies, continuously bombarding the Earth’s
atmosphere with high-energy particles. Terrestrial
radiation comes from radioactive elements within
the Earth’s surface, such as uranium, thorium, and
potassium. Radon gas, a decay product of ura-
nium, can accumulate indoors and poses a signif-
icant health risk. Internal radiation results from
the ingestion, inhalation, or absorption of radioac-
tive substances by living organisms, presenting chal-
lenges for assessment and regulation. These different
sources contribute to natural exposure.

In Fig. 2, a typical background gamma-ray spectrum
recorded in nuclear laboratory over a fifteen-minute
period using a high-purity germanium (HPGe) de-
tector is shown. Several energy peaks related to
emissions from background radioactive materials
can be observed here. Despite the detector shield-
ing, a significant amount of background radiation is
present. Radon gas emitted from the soil poses a
major internal health risk, primarily leading to lung
cancer. Cosmic rays, though less impactful, can in-
crease cancer risk among airline crew members and
frequent fliers. To prevent organ damage from inter-
nal radiation due to ingested radioactive substances,
safe exposure levels are necessary. Therefore, un-
derstanding these sources is essential for effectively
reducing risks and maintaining safe radiation levels.

Radiation risk is measured using various units based
on specific contexts [4]. The Roentgen (R) measures
the amount of ionization in air caused by X-rays
and gamma rays; for this type of radiation, 1 R is
approximately equal to 0.01 Gray (Gy). Gray (Gy)
is the standard unit for absorbed dose, representing
the absorption of one joule of radiation energy per

kilogram of matter. For certain types of radiation,
such as gamma rays and X-rays, one Gray is equiv-
alent to one Sievert (Sv). However, for other types
of radiation, a specific conversion factor is applied.
Sievert (Sv) measures the effective dose by consid-
ering the biological effects of radiation on living
tissues. The Becquerel (Bq) determines the level of
radioactivity of a source, with specific relationships
between Bq, Gy, and Sv depending on the type of
radiation and the particular radioactive substances
involved. These units are essential for assessing and
comparing radiation risks across various fields, in-
cluding medicine, industry, and environmental mon-
itoring. The Table 1, presents the different radiation
protection measures based on the scale of exposure
and associates them with various sources and activi-
ties. It emphasizes how radiation safety is applied to
different segments of society. The protection strate-
gies are tailored to different radiation sources and
practices, including natural radiation, medical ap-
plications, nuclear power, industrial uses, and space
flight, ensuring comprehensive safety across diverse
environments.

Fig. 2: Gamma-ray spectrum of the typical back-
ground recorded by a high-purity germanium detec-
tor over a duration of fifteen minutes. As observed,
despite the shielding of the detector, a significant
amount of radiation is present in the background.

3 Methods of evaluating radia-
tion exposure

Dosimetry uses devices like Thermo-Luminescent
Dosimeters (TLD) and Optically Stimulated Lu-
minescence (OSL) dosimeters to measure absorbed
radiation doses [5]. TLDs measure cumulative ex-
posure over time by gauging the light emitted when
heated, while OSL dosimeters provide precise data
on the dose received at specific intervals by measur-
ing light from trapped electrons. These methods are
used in various fields, including occupational safety,
medical facilities, and environmental monitoring, to
ensure that radiation levels remain within safe limits
[5]. Radon, a radioactive gas, forms from the decay
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Table 1: Overview of Radiation Protection Measures and Associated Sources

Radiation Protection Measures for Sources and Activities
Entire Population Natural Radiation

Large Segments of Society Medical Uses
Groups of People Nuclear Energy

Smaller Communities Industrial, Research, and Other Applications
Individuals Space Exploration, Flight Crew members

of uranium and radium found in soil, rocks, and wa-
ter. It can enter buildings through cracks, posing a
risk to indoor air quality. The decay sequence from
238U to 222Rn is provided below for reference [6].

238U (t1/2 ≈ 4.47 billion years)→ 234Th + α-particle
234Th (t1/2 ≈ 24.1 days) → 234mPa + β−-particle
234mPa (t1/2 ≈ 1.17 minutes) → 234U + β−-particle
234U (t1/2 ≈ 245,000 years) → 230Th + α-particle
230Th (t1/2 ≈ 75,380 years) → 226Ra + α-particle
226Ra (t1/2 ≈ 1,600 years) → 222Rn + α-particle

In measurement techniques for laboratory anal-
ysis, charcoal canisters, alpha-track detectors for
recording damage tracks on films, and indoor radon
monitors [7] are included. These methods help in
reducing health risks associated with radon, partic-
ularly lung cancer. Gamma spectrometry involves
the use of gamma-ray detectors [8,9,10] to identify
and quantify radioactive isotopes present in samples.
These detectors operate on the principle of detect-
ing specific gamma rays emitted by the radioactive
isotopes [11]. This provides precise information
about the specific radioactive nuclei contributing to
radiation levels in soil, water, and biological mate-
rials. Focusing on radiation levels in the natural
environment, gamma spectrometry is widely used in
environmental monitoring, geological surveys, and
research laboratories. For tracking radiation levels,
Geiger-Muller counters [12] and ”scintillation” de-
tectors [12] are used at environmental monitoring
stations. This data helps in identifying potential
risks to human and environmental health [13]. Bio-
logical dosimetry techniques assess the effects of ra-
diation on living organisms. These methods include
cytogenetic analysis and biomarker measurements,
providing insights into health risks and aiding radi-
ation management strategies.

Monitoring and measurement techniques are cru-
cial for comprehensive assessment of natural radia-
tion risks. Monitoring techniques measure radiation
levels, assist in effective risk management, and en-
sure human and environmental safety [14,15]. These
techniques ensure compliance with radiation safety
standards, enabling prompt intervention to maintain
regulatory compliance and public safety. Continu-
ous monitoring detects unusual fluctuations, allow-

ing timely checks and corrective actions to minimize
long-term risk. Data from monitoring provides in-
formation for extensive evaluation, helping in the
development of evidence-based health policies and
preventive measures [16]. The assessment of radia-
tion levels in the environment also enables targeted
safety measures, maintaining ecological balance, and
supporting sustainable resource management [17].

Technological advances have significantly improved
exposure assessment methods, leading to revolution-
ary changes in the accuracy, efficiency, and scope of
measuring and monitoring natural radiation. Recent
progress includes the integration of satellite-based
gamma-ray spectrometry and aerial radiometric sur-
veys, expanding spatial coverage for detailed insights
into the distribution of natural radiation sources.
Additionally, instruments like digital Geiger-Muller
counters provide high sensitivity and real-time data
collection [18,19], enhancing efficiency under various
environmental conditions. Fig. 3 shows a typical
Geiger-Muller counter setup, which can be used for
radiation monitoring.

Fig. 3: A typical Geiger-Müller counter setup that
can be used for radiation monitoring.

4 A brief on Working of Geiger
Muller Counter

The Geiger discharge process begins when incident
radiation interacts with the fill gas, typically argon,
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inside the Geiger-Müller (GM) tube. This causes
ionization and creating an electron-ion pair. The
electron is then accelerated toward the positively
charged anode by a strong electric field. As it trav-
els, it gains enough energy to knock additional elec-
trons from nearby atoms, triggering a chain reaction
known as a Townsend avalanche [4]. This cascading
effect results in a rapid multiplication of electrons.
Some of the ionized atoms may release photons as
they return to their ground state. These photons
can ionize other atoms, further contributing to the
avalanche effect in a process known as a Geiger dis-
charge. This amplification allows a single ionization
event to produce between one billion and 10 billion
electrons reaching the anode.

The discharge process stops when the positively
charged ions, which are much heavier than electrons
and move more slowly, accumulate around the cen-
tral anode wire and reduce the electric field in the
tube. This reduction in voltage prevents electrons
from gaining enough energy for further ionization,
effectively ending the discharge. The ions finally
drift toward the cathode, where they capture elec-
trons and return to their neutral state. This process
takes several milliseconds, during which the tube ex-
periences dead time, making it temporarily unable
to detect new radiation.

To prevent false signals caused by residual energy,
GM tubes often use quench gases such as ethyl al-
cohol. These gases absorb excess energy, preventing
unnecessary discharges and reducing dead time. Al-
ternatively, external quenching can be employed,
temporarily lowering the tube’s voltage after a dis-
charge. However, external quenching increases dead
time significantly, making it less suitable for detect-
ing high radiation levels. Quench gases are preferred
for their efficiency, though they degrade over time.
Adding halogens like chlorine or bromine helps ex-
tend their lifespan by allowing the gas molecules
to recombine after breaking apart. The Geiger dis-
charge process relies on the ionization of fill gas by
radiation, followed by a cascade of electron multipli-
cation. This amplification mechanism helps Geiger
counters to detect even small amounts of radiation
with high sensitivity, while quenching methods en-
sure accurate and reliable readings by managing
dead time and preventing false signals [12].

Recently, advanced systems equipped with artificial
intelligence (AI) capabilities process extensive data
collection, identifying trends in decision-making and
risk management. Portable devices with wireless
integration facilitate real-time data transmission for
seamless integration and convenient statistical vi-
sualization, improving accessibility and usability.
Compact and sensitive instruments enable contin-

uous, personalized radiation monitoring for both
personal and occupational safety, revolutionizing
exposure assessment. By leveraging these techno-
logical advancements, risk assessment methods have
become more robust and adaptable, facilitating in-
formed decision-making, implementing measures,
and effectively managing natural radiation risks to
safeguard human health and the environment.

5 Units of Radiation Measure-
ment: Understanding and
Conversions

In nuclear radiation measurements, various units are
used depending on the context, whether in labora-
tory research or in common practice. Radiation ac-
tivity, which refers to the strength of a radioactive
source, is measured in Becquerels (Bq). One Bq rep-
resents one disintegration per second. In older sys-
tems, the Curie (Ci) was used, where 1 Ci is equal to
3.7 × 1010 Bq. Absorbed dose, which quantifies the
energy deposited in matter by radiation, is expressed
in Grays (Gy), with 1 Gy representing 1 joule of en-
ergy absorbed per kilogram. The older unit for this
is the Rad, where 1 Gy equals 100 rad. When we
consider the biological impact of radiation, the Siev-
ert (Sv) is the standard unit. It accounts for the
absorbed dose and the type of radiation through a
quality factor (QF). For instance, gamma rays have
a QF of 1, while alpha particles have a QF of 20. The
older unit, the Rem, is still used in some contexts,
with 1 Sv is equal to 100 rem. Exposure, specifically
the ionization produced in the air, is measured in
Coulombs per kilogram (C/kg). In earlier days, the
Roentgen (R) was the common unit, with 1 C/kg
being approximately 3876 R. As a matter of fact, in
practical scenarios, patient doses in medical diagnos-
tics are often reported in millisieverts (mSv), while
radiation workers’ exposure is tracked in Sv or mSv.
Environmental radiation monitoring frequently uses
µSv/h (microsieverts per hour) to report dose rates.
The table-2, provides the standard units used for
measuring different aspects of radiation, including
activity, absorbed dose, dose equivalent, and expo-
sure, along with their older counterparts. It high-
lights the conversions between SI units and tradi-
tional units to ensure clarity and consistency in ra-
diation measurement across various applications.

6 Health Implications

Let us briefly discuss the effects of continuous expo-
sure to these natural radiations. Prolonged exposure
to natural radiation, such as radon gas, significantly
increases the risk of lung cancer, particularly in
poorly ventilated indoor spaces. Ionizing radia-

37



Dept. of Physics, AMU Physics Bulletin-2025

Table 2: Conversion Table of Radiation Measurement Units [4]

Quantity SI Unit Older Unit Conversion
Activity Bq Ci 1 Ci = 3.7× 1010 Bq

Absorbed Dose Gy Rad 1 Gy = 100 rad
Dose Equivalent Sv Rem 1 Sv = 100 rem

Exposure C/Kg R 1 C/kg ≈ 3876 R

tion from these sources can cause genetic muta-
tions and chromosomal abnormalities, potentially
leading to hereditary disorders. It can also dam-
age radiation-sensitive organs, resulting in radiation
burns, cataracts, and reproductive issues. Addi-
tionally, it can weaken the immune system, making
the individual more susceptible to diseases. Stud-
ies suggest potential cardiovascular and neurological
effects, highlighting the need for active monitoring
and stringent radiation risk management for overall
health protection. In Table 3, a comparison between
natural radiation risks and artificial sources along
with their associated risks are presented.

A comparative view of the risks associated with
natural and artificial sources of radiation reveals
distinct differences in their origins and impacts.
Natural radiation, which arises from cosmic, ter-
restrial, and internal sources, is widespread and
generally unavoidable. The risks associated with
natural radiation include an increased likelihood of
certain cancers, especially lung cancer due to expo-
sure to radon gas, as well as genetic mutations and
chromosomal abnormalities. Prolonged exposure to
natural radiation can also lead to tissue damage in
radiation-sensitive organs, with potential immuno-
logical, cardiovascular, and neurological effects.

On the other hand, artificial radiation primarily
results from medical procedures like X-rays and CT
scans, nuclear energy production, laboratory exper-
iments, and industrial applications. Unlike natural
radiation, exposure to artificial radiation is typically
controlled and regulated, yet it still carries certain
risks. These include a higher risk of cancer due to
cumulative exposure from diagnostic and therapeu-
tic procedures. In the event of nuclear or industrial
accidents, individuals exposed to high levels of ra-
diation may suffer from both acute and long-term
radiation sickness. Furthermore, artificial radiation
poses potential long-term genetic and reproductive
health risks, along with the dangers of environmen-
tal contamination and radioactive material leakage.
In recent years, several studies and research have
focused on understanding the effects of natural ra-
diation risks on human health. Research has exten-
sively examined the relationship between prolonged
exposure to radon gas, a significant contributor to
natural radiation, and the increasing risk of lung

cancer. Studies have emphasized the importance
of effective radon monitoring and mitigation strate-
gies to reduce the risk of lung cancer from indoor
radon exposure, particularly in residential and oc-
cupational settings.

Scientific studies have thoroughly investigated the
genetic and chromosomal effects of prolonged expo-
sure to natural radiation, especially ionizing radia-
tion. The research has demonstrated the potential
for genetic mutations and chromosomal aberrations
resulting from continuous exposure to natural radi-
ation, underscoring the importance of effective radi-
ation protection measures to reduce genetic health
risks. The studies have also explored the derma-
tological effects of natural radiation, indicating the
possibility of radiation-induced skin damage. These
studies highlight the need for appropriate protective
measures, especially in occupations or environments
with elevated natural radiation levels, to minimize
the risk of radiation-induced skin conditions and
related health complications. Research has shown
that prolonged exposure to certain forms of nat-
ural radiation can lead to immunosuppressive ef-
fects, increasing the likelihood of infectious diseases
and other health complications. Epidemiological re-
search plays a crucial role in identifying health effects
associated with natural radiation risks, particularly
in recognizing elevated cancer rates and other ad-
verse health outcomes. Ongoing studies continue to
advance our understanding of health effects, ensur-
ing the well-being of populations exposed to natural
radiation.

7 Regulatory Framework

International and national regulatory guidelines are
essential for assessing and managing the risks of nat-
ural radiation to ensure human health safety. The
International Commission on Radiological Protec-
tion (ICRP) is a globally recognized organization
that provides recommendations on radiation pro-
tection. Its guidelines establish frameworks for as-
sessing radiation risks and implementing protective
measures, including those related to natural radi-
ation risks. ICRP recommendations influence the
development of national regulations worldwide.
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Table 3:

Type of Radia-
tion Source

Exposure Characteris-
tics

Associated Risks

Natural Radiation Originates from cosmic,
terrestrial, and internal
sources. Exposure is
generally unavoidable and
widespread.

1. Increased risk of certain cancers, especially lung
cancer due to radon gas.
2. Genetic mutations and chromosomal abnormali-
ties.
3. Tissue damage in radiation-sensitive organs.
4. Immunological effects and potential cardiovascu-
lar and neurological effects.

Artificial Radiation Arises from medical pro-
cedures like X-rays, CT
scans, nuclear energy
production, laboratory
use, and industrial ap-
plications. Exposure is
generally controlled and
regulated

1. Increased risk of cancer due to cumulative radia-
tion exposure from diagnostic and therapeutic pro-
cedures.
2. Potential long-term genetic and reproductive
health effects.
3. Acute and long-term radiation sickness in indi-
viduals exposed to high levels of radiation during
nuclear accidents or industrial accidents.
4. Environmental contamination and the risk of ra-
dioactive material leakage

The International Atomic Energy Agency (IAEA),
Vienna, Austria establishes safety standards and
provides guidance on radiation protection. It helps
member countries implement these standards and
supports the assessment and management of natural
radiation risks through various programs and pub-
lications. The United Nations Scientific Committee
on the Effects of Atomic Radiation (UNSCEAR) is
a United Nations body responsible for assessing the
global level of radiation risks and their effects on
human health, preparing comprehensive reports and
data to inform international radiation safety stan-
dards.

Several countries have dedicated environmental
protection institutions responsible for monitoring
and regulating radiation risks from natural sources.
These institutions establish limits and guidelines for
various natural radiation sources, including radon
gas, cosmic radiation, and terrestrial radiation. In
the United States, the Occupational Safety and
Health Administration (OSHA) sets guidelines for
occupational radiation risks, including those related
to natural radiation sources in workplaces. These
guidelines are designed to protect workers from sig-
nificant radiation risks. National public health and
safety authorities, often in collaboration with envi-
ronmental and nuclear regulatory bodies, also es-
tablish rules for natural radiation risks in residential
and public sectors. The goal of these agencies is
to protect public health by setting permissible lev-
els and providing guidance on radon mitigation in
homes and workplaces.

The current permissible limits for natural radiation
risks vary globally and are regularly updated based
on scientific research and regulatory provisions. The
World Health Organization (WHO) recommends in-
door radon levels below 100 Bq/m³, while national
authorities set occupational risk limits. Cosmic ra-
diation limits primarily apply to the aviation sector,
with specific guidelines for aircrew and regular pas-
sengers. Terrestrial radiation risks are managed
through building codes, and radon mitigation mea-
sures are implemented in some countries.

Many countries have established permissible lim-
its for natural background radiation, which in-
cludes contributions from both cosmic and terrestrial
sources. The discrepancies in radiation management
methods across countries highlight the need for an
international radiation safety system. Different reg-
ulations on medical radiation and various radiation
risk limits for workers and patients emphasize the
need for universally accepted international stan-
dards. These limits are designed to ensure that
radiation risks from natural sources remain within
acceptable levels for the general public, preventing
harm.

The permissible radiation exposure limits (measured
in mSv/year) vary across different countries (See Fig.
4). In Canada, the limit is set at 9.0 mSv/year, the
highest among the listed nations. Germany follows
with a limit of 5.0 mSv/year, while Japan allows up
to 3.8 mSv/year. The United States of America has
a limit of 3.1 mSv/year, and the United Kingdom
permits 2.2 mSv/year. India has the lowest permis-
sible limit, set at 1.5 mSv/year. These variations
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reflect each country’s approach to regulating radia-
tion exposure to ensure public safety.

It can be observed that the permissible limits for
natural radiation may vary significantly depending
on the specific regions of these countries and the re-
lated guidelines set by their regulatory authorities.
It is important to consult the latest guidelines and
regulations from the International Atomic Energy
Agency, the International Commission on Radiolog-
ical Protection, and national regulatory agencies.
These standards are subject to periodic updates
and revisions; therefore, it is essential to stay in-
formed about any changes to ensure compliance
with the latest safety guidelines. A robust regula-
tory framework is critical to ensuring public health
and environmental safety.

Fig. 4: Permissible radiation exposure limits
(mSv/year) in various countries

8 Environmental Effects

Natural radiation affects biological systems, genetic
diversity, and ecosystems. Soil and water pollution
pose threats to plants and aquatic life, necessitat-
ing effective environmental management. Under-
standing its role in microbial communities is crucial
for ecosystem stability. A comprehensive analy-
sis guides strategies for conservation, sustainability,
and risk mitigation.

There are several studies and examples demonstrat-
ing the effects of radiation on flora and fauna. A
prominent example is the impact of radiation expo-
sure on vegetation and wildlife in the areas surround-
ing the Chernobyl and Fukushima nuclear disasters.
These events have provided valuable insights into
the effects of radiation on various living organisms.
The explosion at the Chernobyl nuclear power plant
released large amounts of radioactive substances
into the environment. Studies conducted in the area
show various impacts on local flora and fauna [20].
For instance, researchers observed mutations and

changes in the reproductive capacities of plants, as
well as changes in the populations and behaviour of
animals such as birds, mammals, and insects. The
Fukushima nuclear disaster resulted in the release
of radioactive substances into the environment, af-
fecting nearby ecosystems. Studies conducted after
the event also highlighted the effects of radiation on
aquatic life. Changes in the abundance and diversity
of some plant and animal species, as well as potential
genetic effects on the affected populations, were ob-
served. Additionally, some regions of the world are
naturally known to have radioactive areas. These
areas have higher levels of natural background radia-
tion. This has provided researchers the opportunity
to study the long-term effects of radiation on local
ecosystems. It has shown adaptation to high radi-
ation levels in plant and animal species, as well as
potential impacts on their evolutionary processes.
Fig. 5 illustrates the biological effects of chronic and
acute radiations, highlighting results from experi-
ments on model organisms such as Caenorhabditis
elegans (C. elegans), which clarify the long-term and
immediate effects of these radiations.

Fig. 5: Biological effects of chronic and acute radi-
ation

A comprehensive approach, including monitoring
systems and regulatory frameworks, helps reduce
environmental risks. Public awareness campaigns,
especially among schoolchildren [21,22], can pro-
mote safety practices, while risk assessments in land
use planning can minimize risks. Environmental im-
provements, biodiversity conservation, and proper
waste management are essential for sustainable de-
velopment. Ongoing research and innovation are
crucial for managing natural radiation risks and
preserving human well-being.

9 Future Possibilities and
Challenges

Natural radiation risk assessment is advancing with
more sensitive detectors, instruments, and real-time
remote sensing devices. The integration of big data
analytics and artificial intelligence is likely to iden-
tify exposure trends. Additionally, improved compu-
tational models will predict radiation behaviour and
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risk levels. Bioindicators and biomarkers will con-
tribute to understanding risks and provide insights
into biological effects. Standardized regulations and
data integration will support effective environmental
and public health management.

Challenges remain in understanding the effects of ra-
diation on ecosystems and long-term human health
in high-radiation areas. Universal regulatory frame-
works, community engagement, proper education,
and information sharing are essential for global un-
derstanding and effective management. There is
a need for broad efforts to increase public aware-
ness and understanding of natural radiation risks.
This includes educational campaigns through vari-
ous communication channels such as social media,
television, radio, and workshops, providing accurate
information about sources and potential health ef-
fects of radiation.

This article presents key challenges related to nu-
clear radiation exposure and suggests methods for
addressing them. These solutions focus on fostering
group discussions, promoting in-depth understand-
ing, and introducing program elements that enhance
awareness and community involvement in tackling
social and educational issues. The ultimate goal
of these strategies is to increase public engagement
and understanding of the risks associated with ra-
diation exposure. One of today’s major challenges
is managing nuclear radiation and its effects. To
address this, it’s crucial to strengthen regulatory
research and monitoring systems globally. Commu-
nity involvement through awareness programs can
play a vital role in building understanding of science
and technology, with a strong emphasis on safety
and sensitivity. To address the long-term impacts
of radiation on human health, widespread health
awareness initiatives are essential. Collaborating
with communities can encourage healthier lifestyles
and greater awareness of personal health risks and
preventive measures. Reducing risks from natu-
ral radiation also requires robust public awareness
programs. Social media, radio, and television are
powerful tools for educating the public about these
risks and sharing valuable safety information. Effec-
tive communication strategies, particularly on global
platforms [23], are necessary to raise awareness and
reach a broader audience. Expanding access to ed-
ucation and awareness programs through diverse
information-sharing channels is key.

To support technical progress and innovation, it’s
important to focus on developing and applying new
technologies. Encouraging scientific innovation,
along with organizational and industrial collabo-
ration, can accelerate advancements and address
emerging challenges. Finally, promoting collective

dialogue and deeper understanding demands ini-
tiatives like group discussions and community pro-
grams. Education and training programs designed to
build awareness can foster a shared understanding
and facilitate meaningful discussions on common
challenges related to radiation and public health.
Public outreach programs [24], integration of radia-
tion safety education [25] into school curricula, and
collaboration with the media and local authorities
play a vital role in creating an informed and vigi-
lant society [26]. These initiatives will help address
potential risks associated with natural radiation ex-
posure, ensuring the overall well-being and safety of
communities for sustainable development.

10 Conclusion

Managing natural radiation risks is crucial for pro-
tecting health and the environment. Regular moni-
toring and risk checks form the foundation of safety.
They allow early detection of hazards and quick re-
sponses. Clear rules and public awareness build a
culture of preparedness and resilience. Success de-
pends on teamwork between leaders, scientists, and
the public. Working together ensures a strong, uni-
fied approach to managing these risks. This effort is
vital for current safety and for supporting sustain-
able development. It ensures future generations can
live safely alongside natural radiation.
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1 Introduction

Radioactive decay is a phenomenon where the un-
stable atomic nuclei release energy to become stable
[1]. Some nuclei are unstable because they have an
uneven balance of protons and neutrons, which cre-
ates excess energy. To fix this imbalance, they emit
nuclear particles or radiation. There are several
types of radioactive decay, including alpha decay,
beta decay, gamma decay, positron emission (beta-
plus decay), and electron capture. In case of an
alpha decay, generally, the heavy nucleus loses two
protons and two neutrons by releasing an alpha par-
ticle, which reduces its charge and mass both. On
the other hand, beta decay takes place, when a neu-
tron inside the nucleus is converted into a proton
or a proton into a neutron, emitting a beta parti-
cle, either an electron (β−) or a positron (β+). In
positron decay, a proton turns into a neutron, re-
leasing a positron and a neutrino, and occurs mostly
in proton-rich nuclei. In β− decay, a neutron turns
into a proton, releasing an electron and an antineu-
trino, and occurs in neutron-rich nuclei. The β+

decay requires extra energy (1.022 MeV) and com-
petes with electron capture, while β− decay has no
such requirement and is more common in nature.
Both the beta decays involve the weak nuclear force,
energy release, and the emission of neutrinos.

Another type of common decays is electron cap-
ture (EC) decay which leaves the similar residues
as in case of positron decay, and hence both com-
pete with each other. The gamma decay is entirely
different, as it doesn’t change the particles inside
the nucleus but instead releases excess energy in the
form of high-energy radiation called gamma rays.
Other types, like neutron emission and spontaneous
fission, are less common but still important and
studied in nuclear physics. The study of beta decay
is interesting because it gives us information about
the behaviour of atomic nuclei. Measuring the en-
ergy of these beta particles is important in areas like
nuclear medicine [2], where it helps in imaging and
treatment, and in particle physics, where it helps us
understand the fundamental forces.

In natural radioactive decay, the energy spectrum
of beta particles is continuous, because the total

decay energy is shared between the beta particle
and the neutrino [3]. This creates a characteristic
continuous spectrum shape. The spectrum peaks at
intermediate energies and falls off toward the maxi-
mum energy, referred to as the end point energy. A
typical energy spectrum of beta particles observed
in natural radioactive decay is shown in Fig. 1.

Fig. 1: A typical beta particle energy spectrum ob-
tained in natural radioactive decay.

To measure this type of energy spectrum is quite
challenging due to the continuous distribution. The
involvement of high-speed particles, indicate the
need for precise instrumentation to distinguish en-
ergies accurately. Gas-filled detectors, like Geiger-
Müller (GM) counters, are generally not used for
measuring the energy of beta particles. The GM
detectors provide only a count of particle events,
without distinguishing the energy of individual beta
particles. To measure the energy accurately, the
techniques, like magnetic deflection, are required.
By using a magnetic field to bend the paths of these
particles, it is possible to determine their energy and
create a beta particle spectrum. This method com-
bines magnetic deflection with principles of relativity
for precise results. The experiment was carried out
in the Nuclear Physics Laboratory using advanced
techniques to explore the details of such nuclear de-
cay.

When beta particles are emitted from a radioactive
source, they travel with a certain energy or veloc-
ity in all possible directions. However, when these
particles pass through a magnetic field, they experi-
ence a force due to their electric charge. This force
causes the beta particles to move in a curved path.
The radius of curvature of path depends on their
velocity, the strength of the magnetic field, and the
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charge and mass of the particle. In this experiment,
the magnetic deflection method has been adopted.
The beta particles emitted from a radioactive source
are subjected to a magnetic field. By adjusting the
magnetic field strength, it is possible to measure the
energy of the beta particles.

2 The Force Balancing Equa-
tion

The fundamental principle behind this setup lies
in the balance of forces acting on the beta parti-
cles. When a charged particle like an electron moves
through a magnetic field, the magnetic force provides
the necessary centripetal force to keep the particle
moving in a circular path. The force balance is given
by the equation:

evB =
mv2

r
(1)

where e is the charge of the beta particle (the elec-
tron charge), v is the velocity of the beta particle,
B is the magnetic field strength, m is the mass of
the beta particle (the electron), and r is the radius
of curvature of the path of beta particle.

The expression indicate that the velocity of the
beta particle is directly related to the radius of
curvature and the magnetic field strength. By mea-
suring the radius and knowing the magnetic field,
we can calculate the velocity of the beta particle.
However, this relationship assumes that the beta
particles are non-relativistic, which is only accurate
for low-energy emissions.

3 Transition to Relativistic
Kinematics

In general, the beta particles emitted during natural
radioactive decay typically have energies in the range
of 0.3 MeV to 2.5 MeV, corresponding to velocities
greater than 95% of the speed of light (v>0.95c).
This means that, for accurate energy measurements,
we need to account for relativistic effects, because
the particles are having energies that corresponds to
the speeds that are significant fractions of the speed
of light.

To properly describe the motion of these high-
energy beta particles, we generally use the rela-
tivistic energy-momentum relation, given as;

E2

c2
= p2 +m2

oc
2 (2)

where, E is the total energy of the particle, p is the
relativistic momentum, m0 is the rest mass of the

electron and c is the speed of light. From this, the
total energy E of the particle is the sum of its kinetic
energy and its rest mass energy;

E = EKinetic +moc
2 (3)

where EKinetic is the kinetic energy, and m0c
2 is

the rest mass energy of the particle. Using the rel-
ativistic expression for momentum, we can rewrite
the kinetic energy EKinetic as:

EKinetic =
√

(eRB)2 + (m2
oc

4)−moc
2 (4)

This equation takes into account both the speed of
the beta particles and the strength of the magnetic
field. This helps us to accurately get the kinetic en-
ergy of the emitted beta particles.

4 Calibration of the spectrom-
eter Setup

To relate the magnetic field strength with the kinetic
energy of the beta particles, we set a fixed radius of
curvature for the particle path. For this purpose,
we use a typical chamber where only the particles
moving at a given radius of curvature will reach the
detector. In the present experiment, conducted in
the Nuclear Physics Laboratory, the path radius is
fixed at 50 mm. This allows us to vary the magnetic
field strength, and for each value of B, we can cal-
culate the corresponding kinetic energy of the beta
particles using the above relativistic formula (Eq. 4).
A calibration curve relating the energy of the beta
particles for different strengths of magnetic field re-
quired to bend them at the same radius of curva-
ture r=50 mm and deduced from above expression
is plotted in Fig. 2.

Fig. 2: Calibration curve of the spectrometer with
the relation between magnetic field and correspond-
ing beta particle energy derived from the relativistic
equation.
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A Hall probe is used to measure the strength of mag-
netic field inside the chamber. A typical picture of
the hall probe used is shown in Fig. 3. This Hall
probe is inserted inside the chamber to determine
the strength of magnetic field.

Fig. 3: Axial Hall probe used for measuring mag-
netic field.

When, a current flow through a conductor placed
perpendicular to a magnetic field. The field causes
charge carriers (electrons) to accumulate on one side
of the conductor, creating a voltage difference called
the Hall voltage (VH). The Hall voltage is directly
proportional to the magnetic field strength (B).The
strength of magnetic field B, can be calculated using
the expression:

B =
VH .I

q.d
(5)

where VH is the Hall voltage, I is the current, q
is the charge of the carrier (typically the electron
charge), and d is the thickness of the conductor.

Thus, by varying the strength of the current in
the electromagnet coil, the magnetic field is varied.
This method provides a precise measurement of the
magnetic field strength, commonly used in labora-
tory experiments.

As already mentioned, before counting the beta
source, a calibration curve is created by plotting the
magnetic field strength against the calculated kinetic
energy for each value of B (using Eq. 4). As can
be seen from this curve, a relatively stronger field is
required to bend high-energy beta particles in order
to keep them at the same radius of curvature, i.e.,
50 mm. This curve (Fig. 2) is used as a reference,
allowing us to determine the energy of beta particles
for any given magnetic field.

Fig. 4: Experimental setup for measuring the Beta
Particle energy.

The beta particle spectrum of 90Sr have been mea-
sured in the experiment carried out using the beta
ray spectrometer setup in the Nuclear Physics Lab of
the department. The decay scheme of 90Sr source is
shown in Figure 5 [4]. As shown in this figure, when
90Sr undergoes beta decay to form 90Y, the maxi-
mum energy released in the process is about 0.544
MeV. The emitted beta particle (electron) and the
antineutrino sharing this energy. The energy of the
emitted beta particles ranges from 0 to 0.544 MeV,
with the maximum energy corresponding to the full
available energy from the decay. Similarly, 90Y de-
cays via beta decay to form stable 90Zr, with a max-
imum energy release of 2.27 MeV. In this case also,
the energy is shared between the emitted beta parti-
cle and the antineutrino, with the energy of the beta
particles ranging from 0 to 2.27 MeV.

Fig. 5: Decay scheme of 90Sr source.

In the present experiment, the beta particles emitted
from the 90Sr radioactive source are allowed to pass
through a magnetic field. For this purpose, a pen-
cil type source of 90Sr is used. The strength of the
magnetic field is varied by changing current in the
electromagnet coil. The radius of curvature of the
particles’ paths is fixed at 50 mm, by using a spe-
cially designed chamber (Fig.4). The magnetic field
strength is varied systematically so that beta par-
ticles of different energies reach at the detector at
the same radius of curvature. As the magnetic field
strength is adjusted, the beta particles of different
energies are allowed to pass through at the same ra-
dius of curvature. The number of beta particles that
reach the detector is measured using an end window
GM counter placed at the other end of the chamber
setup (see Fig. 4). An end-window Geiger-Müller
(GM) counter is a special type of GM counter de-
signed for detecting ionizing radiation, particularly
beta particles. Unlike standard GM counters that
typically have a window at the side of the tube, the
end-window GM counter has a window at the end of
the tube. The window is often made up of a thin,
transparent material like mica. This specific design
allows the low energy beta particle to enter and reach
the active volume of the detector. A photograph of
the experimental setup in the lab is given in Fig. 6.
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The tube is filled with a low-pressure argon gas.
When ionizing radiation (such as beta particles)
passes through the window, it ionizes the argon
gas present inside. The resulting free electrons and
ions are collected at respective electrodes due to
strong electric field generated by an applied voltage.
The collected charges when pass through a load re-
sistance generate a voltage pulse that is counted
and analysed. The end-window design makes it
particularly sensitive to low-energy beta particles,
as the thin window allows these particles to pass
through with minimal attenuation. Thus, by record-
ing the number of counts at different magnetic field
strengths, it is possible to obtain the beta particle
energy spectrum.

Fig. 6: A photograph of experimental arrangement.

5 Data Collection and Results

For data collection, the source and detectors are
placed at their respective positions as shown in Fig.
4. The current in the electromagnet coil is varied to
change the magnetic field. For each current value,
the magnetic field is measured, and the correspond-
ing counts are recorded using the GM counter. For
each magnetic field strength, the corresponding en-
ergy of the beta particles is determined from the cal-
ibration curve (Fig. 2). Using this calibration curve,
the magnetic field values are converted to energy.

6 Analysis of the Measured
Beta Particle Energy Spec-
trum

Using this data, a plot of beta energy versus counts is
generated to obtain the beta energy spectrum. The
measured energy spectrum of the beta particles emit-
ted from 90Sr source is shown in Fig. 7. The energy
spectrum typically exhibits a peaked distribution,
with a sharp increase in counts at lower energies,
and followed by a gradual decrease as the energy
increases. This behaviour is expected from the con-
tinuous spectrum of beta decay. Here the emitted
beta particles have a range of energies. Towards the

high-energy side of the spectrum, the end point en-
ergy can be observed. The end point energy is the
energy difference between the initial and final states
of the nucleus, minus the energy carried away by the
emitted neutrino. The fall-off at higher energies is
a direct consequence of the statistical distribution
of energy between the electron and the antineutrino
during the decay. The number of counts detected at
each energy also reflects the detection efficiency of
the GM counter setup.

Fig. 7: Experimentally obtained β particle spectrum
of 90Sr.

The analysis of the spectrum also provides a con-
firmation of the relativistic energy formula, which
governs the behaviour of the beta particles emitted
during decay. The varying magnetic fields used in
this experiment and the corresponding changes in
the detected energy are consistent with the predic-
tions of relativistic kinematics. The measurement
of the energy spectrum also serves as a powerful
validation of the Fermi theory of beta decay. The
magnetic field values and corresponding energies ob-
served in the spectrum agree well with the expected
values, confirming that the calibration curve accu-
rately reflects the actual energy of the beta particles.

This measured energy spectrum, along with the cali-
bration curve and relativistic formulations, provides
an essential tool for the study of beta spectrum.
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In various scientific experiments, accurate measure-
ment of the thickness of thin foils is essential. This
is particularly important in fields like material sci-
ence, nuclear physics, and semiconductor technol-
ogy, where precise thickness of the sample is required
for understanding the properties and behaviour of
materials and/or to study the reaction dynamics.
Out of the various techniques available for thickness
measurement, Rutherford Backscattering Spectrom-
etry (RBS) is one of the most reliable and powerful
methods. This technique provides both the preci-
sion and depth profiling capabilities. In this article,
we present a detailed methodology for measuring the
thickness of thin substrate aluminum (Al) and thin
ytterbium (Yb) material deposited on it. We have
used both the α-transmission method and RBS.

1 Introduction

Accurate determination of sample foil thickness is
essential for getting good quality data in various
experiments. The thickness of these materials plays
a critical role in the success of the experiments,
as it can directly influence the measurement ac-
curacy and the interpretation of results. Several
methods are available for thickness measurement,
each offers distinct advantage and may have lim-
itations depending on the specific requirements of
the experiment. The common methods for thickness
measurements used generally, for nuclear physics ex-
perimentation are the simple weighing method and
the α-transmission method [1]. However, in recent
years with the availability of dedicated low energy
accelerators the Rutherford Backscattering Spec-
trometry (RBS) [2] has become very popular and
effective. These techniques not only provide accu-
rate thickness of the material foil but also allows for
the analysis of its composition and structural proper-
ties. As such, the RBS has become an indispensable
in nuclear physics experiments and material charac-
terization.

In nuclear physics experiments, especially those
focused on studying reaction dynamics, measur-
ing nuclear reaction cross-sections experimentally
is the basic requirement. The measurements in-
volve bombarding an incident ion beam, produced
by a particle accelerator, onto a thin target mate-

rial. The emitted nuclear particles and/or gamma
radiations are detected with the help of suitable nu-
clear radiation detectors. The data is then analysed
within the framework of theoretical models to get
information about the reaction dynamics or to get
information about the structure of the nuclei under
study. If the target is too thick or too thin, it can
lead to erroneous data. As such, accurate thickness
measurement is an essential requirement in such ex-
periments.

Recently, we conducted an experiment at the Pel-
letron facility of the Inter-University Accelerator
Centre (IUAC), New Delhi, focusing on the nuclear
system 16O + 174Yb [3]. The objective of the exper-
iment was to study the fusion and break-up fusion
reaction cross-sections of radioactive residues gener-
ated as a result of the interactions. Analysis of the
reaction cross-sections of these residues as a function
of energy provides information about the reaction
dynamics involved.

Isotopically enriched 174Yb (≈ 97%) in oxide form
(174Yb2O3) was used as the target material, with
thicknesses ranging from ≈ 0.4 to 1.0 mg/cm2.
These targets were prepared using the vacuum evap-
oration technique. The melting point of ytterbium
oxide is 2355°C, and the deformation parameter (β2)
of 174Yb is 0.332. To support the enriched material,
self-supporting aluminum catcher foils were used.
The aluminum foils, with thicknesses of ≈ 0.8-1.5
mg/cm², were prepared using a high-pressure rolling
machine. The target material (174Yb2O3) was then
deposited onto the aluminum substrate using a high-
vacuum evaporator system [4]. In this experiment,
precise thickness measurement of both the aluminum
foil and the deposited 174Yb layer was critical. The
thickness of the target is essential not only for en-
suring proper interaction between the ion beam and
the target but also for evaluating the quality and
uniformity of the enriched material. This makes the
thickness measurement, a crucial aspect of the ex-
perimental setup.

In the following sections, we will discuss the details
of the thickness measurement techniques employed
in our recent experiments conducted at IUAC, New
Delhi. These methods were instrumental in deter-
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mining the exact thickness of the target materials,
ensuring the accuracy and success of the experi-
ments.

Fig. 1: Vacuum Chamber use in the experiment for
determination of thickness.

2 α-Transmission Method for
Preliminary Thickness Mea-
surement

This experiment uses a specialized vacuum cham-
ber (Fig. 1) to create a controlled, air-free envi-
ronment for studying alpha particles emitted by a
241Am (Americium-241) source (Fig. 2). The cylin-
drical chamber, with an 8 cm diameter and 14 cm
height, ensures uniform pressure distribution, essen-
tial for accurate energy measurements. A rotary
pump (Fig. 3) evacuates air to maintain a near-
perfect vacuum. Alpha particles are detected using a
surface barrier detector (Fig.4), which converts their
energy into electrical signals for analysis. Calibra-
tion with known sources ensures precision.

Fig. 2: The 241Am as alpha emitting source avail-
able in the nuclear laboratory.

The α-transmission method is widely used for mea-
suring the thickness of thin materials, particularly

foils. The principle behind this method is straight-
forward: as α particles pass through a material,
they lose energy due to interactions with the atoms
of the material. The amount of energy lost by the
α particles is directly related to the thickness of the
material through which they pass. So, by measuring
the energy loss ∆E, of alpha particles while passing
through the target foil, and then using the stopping
power, dE/dx value, one can determine the thick-
ness of the foil. A typical expression in this regard
is given below;

∆x = ∆E/(dE/dx) (1)

In the present work, a 241Am source emitting α par-
ticles of energy 5.486 MeV was used to measure the
energy loss in the prepared sample. The method
involves detecting the energy loss of α particles as
they traverse the material, which enables the deter-
mination of the sample thickness. For the aluminum
catcher foils used in this experiment, the thickness
was measured before the deposition of ytterbium
(Yb) material. Here energy of α-particles from the
241Am source are measured with and without the
sample. The difference of energy gives the energy
loss in the sample foil thickness. Once the Yb mate-
rial was deposited on the aluminum foil, the thick-
ness of the Yb layer was measured by analysing the
energy loss of α-particles passing through the layer.
The method provides a quick and efficient measure-
ment of the thickness. However, it only gives a one-
dimensional measurement along the path of the α
particles. Though, this is sufficient for many appli-
cations, but a better precision can be achieved by
using the RBS technique.

Fig. 3: The Rotary oil pump of “VALUE” make
with flow rate 51 Litre/min with ¼ HP.
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Fig. 4: Photograph of the silicon surface barrier
detector inside the vacuum chamber taken in the nu-
clear laboratory.

3 Rutherford Backscattering
Spectrometry (RBS) for Ac-
curate Thickness Measure-
ment

As already mentioned, the α-transmission method
gives a good and first estimate of foil thickness. The
Rutherford Backscattering Spectrometry (RBS) is
an advanced and precise method of measuring thick-
ness, especially when dealing with layered materials.
The RBS also gives additional information, like the
depth distribution of atoms in a material, which is
sometimes useful for analyzing multilayer structures.

As a matter of fact, the RBS was developed in
the early 1950s by Ernest Rutherford and his col-
leagues, who discovered the process of backscat-
tering when bombarding a target with energetic
α-particles. Rutherford’s pioneering work led to
the understanding of structure of atomic nucleus
and also the development of techniques that helps
in probing the surface and structure of materials.
The breakthrough in RBS came with the ability
to analyze the backscattering of α-particles from a
thin film. This provides a method to measure the
composition and thickness of materials with a depth
resolution. The method quickly gained popularity as
a non-destructive, high-precision tool for studying
thin films and layered materials.

In this study, the Pelletron Accelerator for RBS-
AMS System (PARAS) at the Inter-University Ac-
celerator Centre (IUAC) in New Delhi, India, was
used to perform the RBS measurements. This facil-
ity is equipped with a 1.7 MV 5SDH-2 Pelletron ac-
celerator, which generates a 2 MeV α-particle beam
directed normal to the surface of the Al-backed
174Y b2O3 target. The energetic α-particles inter-
act with the target material, and are scattered off

the atoms in the sample and losing energy in the
process.

Fig. 5: RBS facility at IUAC New Delhi.

An important part of the experiment was the use
of the Alphatross ion source, which produces nega-
tively charged helium (He) ions. These ions were ac-
celerated and directed onto the target material. The
backscattered α-particles, after interacting with the
sample, were detected using a Silicon Surface Barrier
Detector (SSBD) which is kept at 166o with respect
to the beam direction. The inside view of the RBS
setup is shown in Fig. 6. A Silicon Surface Barrier
Detector (SSBD) is a type of semiconductor detec-
tor used generally in nuclear physics for detecting
charged particles, like α and β particles, as well as
ions. It is made up of a thin layer of high-purity sili-
con with a potential barrier just at the surface work-
ing as a junction. When a charged particle enters
the detector, it creates electron-hole pairs in the sili-
con. The current produced as a result of collection of
electron-hole pairs is measured to identify and anal-
yse the particle’s energy. The SSBDs have high reso-
lution, compact size, and fast response time, making
them ideal for particle spectroscopy and radiation
detection. This detector is sensitive to the energy
and intensity of the backscattered ions. The data
collected can be used to infer the elemental concen-
tration and thickness distribution of the materials in
the target.

Fig. 6: Inside view of the RBS setup at IUAC, New
Delhi.

50



Dept. of Physics, AMU Physics Bulletin-2025

3.1 RBS Spectrum Analysis

A typical measured RBS spectrum for one of the
174Yb2O3 samples is shown in Fig. 7. The spec-
trum reveals several key features. The prominent
peak between channel numbers 1500 and 1840 cor-
responds to the energy of backscattered α-particles
from the Yb layer, confirming the presence of yt-
terbium in the material. A smaller yield at lower
channels represents the backscattering of α-particles
from the aluminum substrate behind the Yb layer.
This distinction is crucial for ensuring that the RBS
measurement accurately captures both the thickness
of the Yb layer and the substrate. Through this
method, the depth of the Yb material and its inter-
action with the α-particles can be determined, lead-
ing to precise measurements of both the total target
thickness and the composition of the layers within
the target.

Fig. 6: The RBS spectrum obtained for one of the
samples of 174Yb in RBS method.

The Rutherford Universal Mass Program (RUMP)
is a widely used simulation tool designed for analyz-
ing Rutherford Backscattering Spectrometry (RBS)
spectra. It is a sophisticated software that mod-
els the depth profile of materials in a sample by
simulating the interaction of incident ions (usually
α-particles) with the atoms in the target material.
The primary goal of RUMP is to solve the inverse
problem of RBS, where the material composition
and thickness distribution are inferred from the ex-
perimental backscattering data. By adjusting ma-
terial properties such as thickness and composition,
RUMP iteratively fits the simulated spectrum to the
experimental data.

RUMP operates by first taking an initial guess of the
sample’s structure and composition, including the
number of layers, materials, and their thicknesses.
It then simulates the scattering of incident ions us-
ing well-established physical models, such as the
Rutherford scattering cross-section and the energy

loss of ions in the material. The simulated spectrum
is compared with the experimental data, and the
software iterates to adjust the model parameters
until a good fit is achieved. This iterative process
allows RUMP to determine the distribution of el-
ements and the thicknesses of different layers in a
multi-layered sample.The core mathematical formu-
lation used in RUMP involves Rutherford scattering
and ion interactions with materials. The Rutherford
scattering cross-section, which determines the prob-
ability of a backscattering event, is described by the
Rutherford formula:

dσ

dΩ
=

(
Z1Z2e

2

4πϵoE

)2
1

sin4(θ/2)
(2)

This formula calculates the angular distribution of
scattered ions based on the energy of the incident
particles and the atomic numbers of the projectile
and target materials. In addition to the Rutherford
scattering model, RUMP also uses stopping power
equations to account for the energy loss of ions as
they pass through the material. One commonly used
model for this is the Bethe-Bloch formula, which es-
timates the rate of energy loss per unit distance trav-
eled:

dE

dx
=

4πNAe
4Z2

mv2
ln

(
2mv2

l

)
(3)

This equation helps simulate how much energy the
incident ion loses in the material, which is critical
for accurately determining the depth at which ions
scatter and providing reliable backscattering spec-
tra.

Once the RBS data is collected, RUMP uses the
simulated spectra to extract the material properties,
such as layer thickness and composition. The pro-
gram calculates the expected backscattering yield
from each layer in the sample based on its thickness,
material composition, and the scattering events. By
fitting these simulated spectra to the experimental
data, RUMP derives the precise material profile of
the sample. The iterative adjustment process con-
tinues until the calculated and experimental spectra
match, providing the final results for the thickness
and composition of each layer.

In practical applications, RUMP has been used
to analyse complex multi-layer samples, such as
a system involving an enriched ytterbium (Yb) layer
deposited on an aluminum (Al) foil. In this case,
RUMP was employed to extract the thicknesses of
both the Yb layer and the underlying aluminum
substrate from the experimental RBS spectrum.
The experimental data revealed backscattering sig-
nals from both the Yb and Al layers. By adjusting
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the model parameters (thickness and composition),
RUMP successfully matched the simulated spectra
to the experimental results, as shown by red curve
in Fig. 7. This process yielded consistent results
that were in agreement with those obtained using
the α-transmission method, further validating the
accuracy of both techniques.

4 Comparison of results of
α-Transmission and RBS
Methods

The thickness measurements obtained using both
the α-transmission and RBS methods were found to
be in good agreement (Table 1). The α-transmission
method, though less complex, provided a quick es-
timate of the foil thickness, while the RBS tech-
nique offered more detailed information, including
the depth profiling of the material and the elemental
composition.

Table 1: Comparison of the thickness measure-
ments of Yb material using α-transmission method
and RBS method.

Samples
Thickness Measurements

of Yb Material
α-transmission

method
RBS Method

(µg/cm2) (µg/cm2)
S1 437 450 ± 9
S2 541 550 ± 7

The RBS method is especially useful in scenarios
where multilayered structures or complex composi-
tions are involved, as it provides depth-resolved in-
formation that the α-transmission method cannot.

In this experiment, RBS not only validated the thick-
ness measurement of the Yb material but also pro-
vided valuable insight into the structure of the target
material.

5 Conclusions

In this study, we used the α-transmission method
and Rutherford Backscattering Spectrometry (RBS)
to measure the thickness of aluminum (Al) and yt-
terbium (Yb) target foils. Both methods provided
consistent and reliable measurements, with RBS
offering more detailed compositional and depth-
resolved information. The complementary use of
these techniques ensures high confidence in the ac-
curacy of the measurements and enhances our un-
derstanding of the material’s structure.

The combination of α-transmission and RBS is es-
pecially valuable in experiments that require high
precision and detailed analysis of thin films or lay-
ered materials. The successful application of these
methods highlights their importance in the precise
measurement and characterization of thin foils, and
their ability to provide complementary data that is
essential for furthering research in these domains.
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The word ‘LASER’ is an acronym for the ‘Light Am-
plification by Stimulated Emission of Radiation.’ Its
operation is based on the ‘stimulated’ or ‘induced’
emission phenomenon, which Albert Einstein first
predicted in 1916 [1]. This prediction was paid lit-
tle attention until the 1950s when Charles Townes
and his colleagues developed a microwave ampli-
fier (which they called a ‘MASER’ – an acronym for
‘Microwave Amplification by Stimulated Emission of
Radiation) using ammonia (NH3) at Columbia Uni-
versity, New York [2]. In 1958, Arthur Schawlow and
Charles Townes theoretically showed that the maser
principle could be extended to the visible-infrared
region [3], and the possibility of achieving lasing
action in buffer gas discharges was given by John
Sanders [4] and Ali Javan [5]. In 1960, Theodore
Maiman made the first realization of a laser in the
optical wavelength of λ = 6943 Å using ruby as
the active medium [6]. In the following year, Javan
and his co-researchers constructed the first gaseous
He-Ne laser at the Bell Telephone Laboratories, New
Jersey, USA [7]. The ruby laser is a three-level solid-
state laser that operates in pulse mode; however, the
gaseous He-Ne laser is a four-level system that pro-
duces a continuous light beam (CW mode). Since
then, the lasing action has been obtained in a large
variety of material systems (including solids, liquids,
ionized gases/plasmas, fibers, dyes, and semiconduc-
tors) at different wavelength regions from infrared
to x-rays.

In this article, we would like to describe the ba-
sic principles and processes related to lasers. We
limit these discussions to typical three-level (ruby)
and four-level (He-Ne) laser systems only, as these
are part of the curriculum at undergraduate and
postgraduate levels. We found that many students,
irrespective of their levels, are still unclear or have
misconceptions about the fundamentals of lasers
and have difficulty in understanding the basic con-
cepts behind them. Apart from these, we also notice
that students’ understanding of these basic lasers
is limited to very naive energy level diagrams – for
example, those of the He-Ne laser – therefore, we in-
tend to provide an augmented energy level diagram
for the same (see Section 5). In this article, we in-

troduced the basic ideas and concepts of atomic and
molecular physics to explain the underlying mecha-
nism behind the laser.

1 Boltzmann Distribution

Consider a system containing discrete sets of energy
levels with energies En, where n = 1, 2, 3, ... and
their corresponding degeneracies are denoted by gn.
For simplicity, the energy of ground level is taken to
be E1 = 0. Suppose the system contains N number
of particles (atoms/molecules), then at absolute tem-
perature T = 0 K (Kelvin), all particles in the system
are occupied in the ground energy level, i.e., N =N1.
The thermal energy can excite atoms/molecules in
the system, i.e., elevating them to the higher/excited
energy level En with n > 1. If more thermal energy
(i.e., higher the T ) is applied to a system, the more
would be populations in excited energy levels. At
thermal equilibrium, the population of levels are de-
scribed by the Boltzmann statistics:

Nn

N1
=

gn
g1

exp

(
−En

kBT

)
(1)

where kB is the Boltzmann constant, and T is the
thermodynamic temperature in the Kelvin (K) scale.
For T > 0 K, the excited energy levels may get pop-
ulated. It is evident from Eq. (1) that the higher the
energy of the excited levels, the higher the temper-
ature required to populate them. Generally, atomic
systems have larger excitation energies than molec-
ular systems, meaning it is easier to excite a sys-
tem composed of molecules than atoms. Note that
molecular energy levels are due to the combined
effect of the electronic, vibrational, and rotational
components [8]. Nevertheless, each of them has dis-
tinct energies: the electronic transitions are in the
UV/visible (1 – 10 eV) spectral energy range, the
vibrational ones are in the infrared (0.01 – 1 eV)
range, and the rotation transitions are in the mi-
crowave (1 µeV – 10 meV) regions. In Fig. 1, the
rotational, vibrational, and electronic energy levels
and their populations are shown for a molecule. The
energy separation between adjacent rotational levels
∆E = 3×10−3 eV is the least; thus, its upper lev-
els are significantly populated1 at low temperature2

1 This is a simplified case with gn = 1, but the rotational level population strongly depends on the level degeneracies (gn = 2J + 1,
where J = 0, 1, 2, 3, ..., is the rotational quantum number). As a consequence of this, the population at lower rotational levels is
not always higher [8].

2 Temperature equivalent to 1 eV = 11604.51812 K.

53



Dept. of Physics, AMU Physics Bulletin-2025

T = 30 K, whereas those for vibrational levels with
∆E = 0.1 eV is minimal – just one molecule is in the
excited vibrational state – even when T = 500 K,
and the electronic excited state of the molecule (al-
most equivalent to those of atomic excited states)
with ∆E = 2 eV is hardly populated. One can notice
that the population at higher levels increases with
increasing temperature, but it should be noted that
Eq. (1) is a continuous function, meaning that lower
energy levels are always more populated than higher
ones. This indicates that the lasing action cannot
occur under normal conditions between two arbi-
trary levels as no population inversion is achieved in
the system.

Fig. 1: Boltzmann populations of Rotational, Vibra-
tional, and Electronic energy levels of a molecule.
Energy separation (∆E, not shown on a single-
uniform energy scale) between their levels is given
on the top with their excitation temperature T (see
text).

Some special techniques are required to achieve pop-
ulation inversion in the medium irrespective of their
types – molecular rotational, vibrational, or roto-
vibrational, and molecular/atomic electronic states
– and their distinct excitation energies (see Section
2 for more details). Indeed, the excitation tech-
niques are different for different systems; for exam-
ple, the molecular rotational or vibrational states
can easily be excited by heat (thermal radiation)
or small discharges; thus, such systems are suitable
for masers, which amplify microwave or infrared ra-
diation. Meanwhile, the excitation of the molecu-
lar/atomic electronic states requires optical or col-
lisional (discharge) techniques; thus, such a system
may give out the amplified light (laser) in the in-
frared to ultraviolet region.

2 Spontaneous and Stimulated
Emission

Consider an ensemble comprises of a simple two-
level system E1 and E2, with their respective pop-
ulation N1 and N2. Three fundamental processes
– stimulated absorption, spontaneous emission, and
stimulated emission – that occur between the energy
levels are illustrated in Fig. 2.

The main difference between spontaneous and stim-
ulated emission processes are the following:

• In spontaneous emission, the atoms/molecules
randomly decay in time, producing photons with
random phase correlation, direction, polarization,
and total flux isotopically distributed.

• In stimulated emission, an external photon trig-
gers or instigates the decay of atoms/molecules,
thereby producing two photons with the same fre-
quency, correlated phase, defined direction, and
fixed polarization.

Fig. 2: Stimulated absorption, spontaneous and
stimulated emission of radiation (photon) with en-
ergy hν = E2−E1 between two energy levels E1 and
E2 with population N1 and N2. Their corresponding
Einstein’s coefficient are B12, A21, and B21.

The expressions for the rates of spontaneous and
stimulated processes are the following:

Γab
12 = N1B12ρ(ν) (2)

Γsp
21 = N2A21 (3)

Γst
21 = N2B21ρ(ν) (4)

where B12, A21, and B21 are Einstein’s coefficients
for stimulated absorption, spontaneous emission,
and stimulated emission, respectively, and ρ(ν) is
the spectral energy density of radiation at the fre-
quency ν. In equilibrium, Γab

12 = Γsp
21 + Γst

21, and the
rearrangement of Eqs. (2−4) leads to the following:

ρ(ν) =
A21/B21

(B12/B21)(N1/N2)− 1
(5)

At thermal equilibrium, the population N1 and N2

are described by the Boltzmann distribution (see
Eq. (1)). Therefore, the above equation for a non-
degenerate case (i.e., g1 = g2 = 1) leads to

ρ(ν) =
A21/B21

(B12/B21) ehν/kBT − 1
(6)

Planck’s radiation formula may be written in the
form:

ρ(ν) = G(ν) × hν × n(ν) (7)
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where G(ν) = 8πν2/c3 is the number of modes of
vibrations per unit volume per unit frequency, hν is
the photon energy, and n(ν) is the Bose-Einstein fac-
tor, which defines the thermal occupation number of
a mode of a cavity. The Bose-Einstein factor takes
the form:

n(ν) =
1

ehν/kBT − 1
(8)

An immediate comparison of Eqs. (6) & (7) gives the
following results:

B12 = B21

A21

B21
=

8πhν3

c3

(9)

Note that the refractive index of the medium is taken
as unity here, and the above Einstein relations are
strictly valid if the medium is optically isotropic.
Now, we can draw some mathematical conclusions
for the above equations, for which we need to calcu-
late the ratio of stimulated to spontaneous emission
from Eqs. (3) & (4).

Γst
21

Γsp
21

=
B21ρ(ν)

A21
(10)

This ratio must be greater than unity for stimulated
emission to exceed spontaneous emission. Substitu-
tion of the results from Eqs. (7) & (9) further sim-
plifies the above relation to

Γst
21

Γsp
21

= n(ν) (11)

This means that the competition between stimulated
and spontaneous emission for a two-level system,
which is in equilibrium with thermal radiation, de-
pends on its Bose-Einstein factor. At room temper-
ature, T = 300 K, the n(ν) has different values in
different spectral regions:

• n(ν) >> 1 for hν << kBT ; microwave region.

• n(ν) ≈ 1 for hν << kBT ; infrared region.

• n(ν) << 1 for hν >> kBT ; visible region.

It can be concluded that the stimulated emission
dominates over the spontaneous emission at small
frequencies (i.e., for microwave region hν << kBT ),
and at large frequencies (i.e., for visible region
hν >> kBT ), the spontaneous emission is the major
process for a two-level system in equilibrium with
thermal radiation. This means that the stimulated
emissions are a general phenomenon that occurs not
only in lasers/masers but also in our surroundings.

It is worth mentioning that the predominance of
stimulated emission at small frequencies, for exam-
ple, in microwave region at ν = 1011 Hz, does not

produce any lasing action in a medium in equilib-
rium with thermal radiation. Most of these photons
emitted via the stimulated process are absorbed by
the atoms/molecules in the lower energy level. Note
that the lower energy level is always populated more
than that of the upper level (N1 > N2) in normal
conditions (i.e., at all positive temperatures) gov-
erned by Boltzmann distribution. This implies that
an inverted condition, the so-called population inver-
sion – where an upper level is more populated than a
lower level (N2 > N1) – is required for lasing action
to occur in a medium so that the amplification (irre-
spective of the operating frequencies) by stimulated
emission exceeds over the absorption. This required
condition was easy to realize in molecular systems
(at microwave frequencies), for example, by injecting
the preselected (excited ammonia) molecules into a
resonant cavity and triggering them with microwave
frequency photons, thus amplifying the microwave
photons. This discovery was named MASER [2];
indeed, it was a precursor to the laser and its inven-
tion.

2.1 Population Inversion

Population inversion is a non-equilibrium state in a
medium (or in a system) where N2 > N1. According
to Eq. (1), the state of population inversion, possi-
ble only if T becomes a negative number, is often de-
scribed as a state with a negative temperature, which
cannot occur in reality. Population inversion must
be maintained for photon amplification in all prac-
tical laser media except for the free-electron Laser
(FEL). In such systems, population inversion is of-
ten achieved in the active medium by means of a
pumping process. The FEL works on the principle
of the self-amplified spontaneous emission (SASE) of
high-energy electron beams [9].

3 Practical Laser and Level
Schemes

A two-level scheme, illustrated in Fig. 2, is the sim-
plest one; however, it does not produce any lasing ac-
tion because no population inversion can be achieved
in such a system. This is true even if its upper level
is a long-lived or metastable state. Therefore, more
than two levels are required to achieve lasing action.
Two such generalized – a three-level and a four-level
– schemes are depicted in Fig. 3. The level lifetimes,
τ , given in these schemes are just representative fig-
ures to illustrate that the intermediate (laser) level
is relatively metastable than other levels (except the
ground most level).
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Fig. 3: Laser schemes using (a) three-level (b) four-
level systems.

The pumping process lifts the atoms/molecules di-
rectly to the highest energy level, i.e., to level E3 for
a three-level and E4 for a four-level laser. The popu-
lation in this upper level undergoes rapid relaxation
(mostly by non-radiative decay) to an intermediate
level, i.e., to level E2 in the case of a three-level and
to level E3 for a four-level system. This intermedi-
ate level has a relatively longer lifetime than other
excited levels and is called a ‘metastable state.’ The
radiative transition from this metastable state to
the lower level is called the ‘laser transition.’ In
the case of a three-level laser, this transition ter-
minates at the ground level E1; thus, the state of
population inversion (i.e., more than 50% of the pop-
ulation in the metastable state) is not maintained
at every instant of time instead, it may achieve the
inverted population at certain intervals only; there-
fore, such laser has a pulse mode operation (see
ruby laser in Section 4). In the case of a four-level
laser, an additional intermediate level E2 with a
short lifetime is introduced between the metastable
and ground levels. The lasing action occurs between
the metastable state and the intermediate level E2;
hence, a continuous wave (CW-mode) or light beam
is emitted. Note that this advantage is obtained
when the ground level is omitted for the lasing tran-
sition. The He-Ne laser is a perfect example of a
four-level scheme (see Section 5).

From a theoretical perspective, a laser has essen-
tially three major components:

• An optical resonator, or cavity, is made of two ex-
actly parallel and oppositely placed mirrors, which
provides the selective positive feedback of the ra-
diation emitted by the excited atoms/molecules of
the active medium.

• An active medium, which amplifies or multiplies
the photons in a cavity, consists of a collection

of atoms/molecules in gas/liquid/solid form. The
photon amplification is achieved when population
inversion is maintained.

• An energy pump (source) that selectively popu-
lates the desired energy level by pumping the en-
ergy into the active medium, thereby achieving
population inversion. Several types of pumping
processes are used in lasers, such as optical, elec-
trical, and chemical pumping.

4 The Ruby Laser

The ruby laser is a solid-state laser, which essen-
tially works on the lasing principles of a three-level
system. It was the first practical laser developed in
1960 by Theodore Maiman [6]. The active medium
of this laser is a synthetic ruby crystal rod made of
aluminum oxide (Al2O3) lightly doped with small
amounts (about 0.05%) of chromium (Cr3+) ions.
An isolated atomic Cr3+ ion has a ground electronic
configuration 3d3 with 19 fine structure energy lev-
els, the energy of which varies up to 6.59 eV. The
energy levels of its first excited electronic configu-
ration 3d24s start from the energy 12.89 eV. In the
ruby crystal, the Cr3+ energy structures (of 3d3 con-
figuration) are modified by the (stark effect) octahe-
dral crystal field; therefore, it (ruby) forms many
energy bands with distinct energies.

Fig. 4: Energy level diagram of Ruby laser

A simplified energy level diagram of ruby crystal rel-
evant to its laser is given in Fig. 4. Its ground level
is 4A2 (shown as a single level in the figure, but
in reality, it is a collection of discrete and closely
spaced levels), the two excited broad energy bands
4T1 and 4T2 are at energy 3.0 eV and 2.2 eV, respec-
tively, and its intermediate energy level 2E2 (actu-
ally two, but only single is shown in the figure) is at
1.79 eV. Two of its very broad and strong absorp-
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tion bands, 4A2 −→ 4T2 (U band) and 4A2 −→ 4T1

(Y band), are in the visible region at 4080 Å and
5580 Å, respectively. Therefore, population inver-
sion can be achieved by means of optical pumping
to these bands. Usually, a high-power xenon flash
lamp is used for this purpose. The Cr3+ ions are ex-
cited to the upper pump energy bands 4T1 and 4T2

with the help of a xenon flash lamp. These pump
energy bands have a very short lifetime, τ ≈ 1 µs,
and a portion of their population undergoes fast de-
cay to the intermediate level 2E2 by means of inter-
nal conversion. The level 2E2 has a longer lifetime,
τ ≈ 3 ms, and thus is metastable. The transition
from the metastable state 2E2 to the ground level (at
λ = 6943 Å) is triggered by photons in the resonant
cavity. Whenever a sufficient population threshold
is attained in level 2E2, the lasing action will occur;
therefore, the mode of operation of the laser will be
in pulse form.

5 The He-Ne Laser

The He-Ne laser was the first gaseous laser built-in
1960 [7], which works on the principles of a four-
level system. It was also the first laser to operate
in CW mode. In its prototype version, the lasing
action was obtained at an infrared wavelength of
1.1530 µm [7]. White and Rigden [10] first reported
the amplification of its famous red line at 6328.16 Å.
Nowadays, the He-Ne laser can be operated at vari-
ous wavelengths in the visible-infrared region.

As we mentioned in the introduction, when stu-
dents are asked to draw the energy levels of the
He-Ne laser, they often draw oversimplified dia-
grams (Bohr’s type) with a few levels without any
spectroscopic level labelling or designation. Differ-
ent types of energy level diagrams have been illus-
trated in various textbooks and internet sources,
which sometimes makes them confusing. We use the
LS-coupling scheme to designate both He and Ne
levels, albeit the excited levels of Ne follow the in-
termediate (pair) jK-coupling scheme [11]. On the
other hand, in most textbooks, energy levels of neon
are labelled in an (over) simplified Paschen and/or
Racah notations [12], which we found that students
have difficulty understanding or often mess up with
electronic configurations and fine structure levels
labelling. Therefore, we use an explicit style for
labelling atomic energy levels – electronic configura-
tion followed by the spectroscopic level designated in

the LS-coupling scheme. The energy levels of the Ne
atom, relevant to the He-Ne laser, are given in Ta-
ble 1 along with their LS designation and radiative
lifetimes, τsp = 1/ΣAki, which we computed using
Cowan’s code [11]. The jK-coupling designation for
the Ne levels from the NIST ASD 3, is shown in the
last column of the table.

A detailed energy level diagram of the He-Ne laser
is given in Fig 5. The particularity of this diagram
is explained in its caption. Nevertheless, here we
briefly describe the energy structure of He and Ne
atoms. The ground electronic configuration of the
neutral helium (He I) atom is 1s2 (even parity) with
1S0 as the ground level. The first excited electronic
configuration of He I is 1s2s (even parity) with 3S0

and 1S0 levels. Meanwhile, the ground configuration
of the neutral neon (Ne I) atom is 2p6 (even) with
1S0 level4. The excited electronic configurations are
of the types 2p5nl (n ≥ 3, l = s, p, d, ....) with several
fine structure levels. For example, the first excited
configuration is 2p53s (odd parity) with four levels,
which are designated as follows (see Table 1 for their
equivalent designation in the jK-coupling scheme):

(i) 2p53s 3P ◦
2 (ii) 2p53s 3P ◦

1

(iii) 2p53s 3P ◦
0 (iv) 2p53s 1P ◦

1

The next excited configuration is 2p53p with even
parity and has 10 fine structure levels. For the
He-Ne laser, the following excited configurations –
2p53s, 2p54s, 2p55s, 2p53p, and 2p54p – and tran-
sitions between their (selected) fine structure levels
are important (see Table 1 for their fine structure
energy levels and radiative lifetimes). These excited
configurations have their corresponding Paschen no-
tations as 1s, 2s, 3s, 2p, and 3p.

In the He-Ne laser, the optimum ratio of helium
and neon varies from 5:1 to 20:1. The role of He
atoms is to selectively excite the desired Ne level(s),
from which lasing actions are expected. The opera-
tion of the He-Ne laser is well-detailed in all standard
textbooks (see ref. [12]). Nonetheless, a brief de-
scription of the lasing mechanism is given here for
completeness.

• The ground He atoms are excited to the long-lived
1s2s 3S1 and 1S0 states at energy E = 19.82 eV
and E = 20.62 eV, respectively, using the electron
impact excitation (EIE) process. The EIE pro-
cess is more efficient to excite to the metastable

3 https://physics.nist.gov/asd
4 Ne I has a total of 10 electrons, but only its valance 2p6 electrons are shown here as they can easily be excited, and only those are
relevant to the He-Ne laser as well.

5 The photon absorption or spontaneous emission follows the selection rules – parity must change by one unit (∆l = ±1) and the
change of angular momentum ∆J = 0,±1 – for strong electric dipole (E1-type) transitions. The transitions that do not satisfy
this rule are called “forbidden transitions”. They have very low Aki; thus, their upper levels are long-lived and called “metastable
state.”
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Table 1: Energy levels of Ne I relevant to He-Ne laser

Level Designation Energy τ b
sp Level designation [NIST]

[LS-coupling]a (eV) (ns) [jK-coupling]c

2p6 1S0 0.0000 — 2p6 1S0

2p53s 3P ◦
2 16.6191 14.7×109 2p5(2P ◦

3/2)3s
2[3/2]◦2

2p53s 3P ◦
1 16.6708 23.0 2p5(2P ◦

3/2)3s
2[3/2]◦1

2p53s 3P ◦
0 16.7154 430×109 2p5(2P ◦

1/2)3s
2[1/2]◦0

2p53s 1P ◦
1 16.8481 2.0 2p5(2P ◦

1/2)3s
2[1/2]◦1

2p53p 3S1 18.3816 21.3 2p5(2P ◦
3/2)3p

2[1/2]1

2p53p 3D3 18.5551 17.9 2p5(2P ◦
3/2)3p

2[5/2]3

2p53p 3P2 18.5758 18.4 2p5(2P ◦
3/2)3p

2[5/2]2

2p53p 3D1 18.6127 18.0 2p5(2P ◦
3/2)3p

2[3/2]1

2p53p 1D2 18.6368 17.9 2p5(2P ◦
3/2)3p

2[3/2]2

2p53p 1P1 18.6934 18.1 2p5(2P ◦
1/2)3p

2[3/2]1

2p53p 3D2 18.7041 19.0 2p5(2P ◦
1/2)3p

2[3/2]2

2p53p 3P0 18.7114 16.1 2p5(2P ◦
3/2)3p

2[1/2]0

2p53p 3P1 18.7264 17.2 2p5(2P ◦
1/2)3p

2[1/2]1

2p53p 1S0 18.9660 11.4 2p5(2P ◦
1/2)3p

2[1/2]0

2p54s 3P ◦
2 19.6640 35.2 2p5(2P ◦

3/2)4s
2[3/2]◦2

2p54s 3P ◦
1 19.6882 7.2 2p5(2P ◦

3/2)4s
2[3/2]◦1

2p54s 3P ◦
0 19.7606 35.3 2p5(2P ◦

1/2)4s
2[1/2]◦0

2p54s 1P ◦
1 19.7798 8.0 2p5(2P ◦

1/2)4s
2[1/2]◦1

2p54p 3S1 20.1496 187 2p5(2P ◦
3/2)4p

2[1/2]1

2p54p 3D3 20.1884 134 2p5(2P ◦
3/2)4p

2[5/2]3

2p54p 3P2 20.1969 149 2p5(2P ◦
3/2)4p

2[5/2]2

2p54p 1P1 20.2110 138 2p5(2P ◦
3/2)4p

2[3/2]1

2p54p 3D2 20.2142 119 2p5(2P ◦
3/2)4p

2[3/2]2

2p54p 3P0 20.2592 94.8 2p5(2P ◦
3/2)4p

2[1/2]0

2p54p 3D1 20.2909 138 2p5(2P ◦
1/2)4p

2[3/2]1

2p54p 3P1 20.2972 130 2p5(2P ◦
1/2)4p

2[1/2]1

2p54p 1D2 20.2973 137 2p5(2P ◦
1/2)4p

2[3/2]2

2p54p 1S0 20.3689 40.2 2p5(2P ◦
1/2)4p

2[1/2]0

2p55s 3P ◦
2 20.5601 73.7 2p5(2P ◦

3/2)5s
2[3/2]◦2

2p55s 3P ◦
1 20.5706 15.3 2p5(2P ◦

3/2)5s
2[3/2]◦1

2p55s 3P ◦
0 20.6566 74.0 2p5(2P ◦

1/2)5s
2[1/2]◦0

2p55s 1P ◦
1 20.6628 24.0 2p5(2P ◦

1/2)5s
2[1/2]◦1

a In LS-coupling, fine structure levels are designated in the MLJ format, where the multiplicity M = 2S + 1 computed
from the total electronic spin S, the total orbital angular momentum L takes the following values L = 0, 1, 2, ..., are
designated as S, P, D, ... terms, and the total angular momentum J is produced by the spin-orbit coupling.
b Radiative lifetime is computed from the theoretical transition rates, τsp = 1/ΣAki.
c The jK-coupling takes place when the spin-orbit interaction of more tightly bound inner electrons (2p5 electrons of Ne
atom) become dominant, and the outermost electron experiences a small spin-independent Coulomb interaction with the
core inner electrons. As a consequence of this, energy levels tend to appear or observe in pairs. The order of (two electron
case) angular momenta coupling scheme is:- the inner electron(s) generates the j1 = l1 + s1 momenta, and (l2, s2) of
outermost electron interaction provides the K = j1 + l2 and J = K + s2 momenta. The standard level designation is j1
2[K]J . In the case of Ne, 2p5 electrons produces j1 = 1/2, 3/2, which are designated as 2P ◦

1/2 or 2P ◦
3/2 and their coupling

with (l2, s2) of the outermost electron makes a series of 2[K]J states.
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Fig. 5: Energy level diagram of He-Ne laser with selected laser transitions from the levels of the 2p54s and 2p55s
to those of 2p53p and 2p54p configurations. Only the decay channels for the famous 6328.16 Å laser line are
shown in detail. All levels are shown at the fine structure level with their J-values. Note: The close energy levels
of Ne I are horizontally separated for their better visibility; still, not all levels of 2p5(3p+ 4p) configurations are
fully resolved (see text).
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states than the photon impact or absorption5 pro-
cess (see Section 6.4 of ref. [12]). The radiative
lifetimes (τsp) of He I 1s2s 3S1 and 1S0 levels are
about 7900 s and 20 ms, respectively. However,
this metastability partly depends on the He atoms’
collision rate with the cavity or discharge tube
walls and their collision rates with slow electrons.
In the latter process, the electrons gain more ki-
netic energy from the excitation energy (super-
elastic collision). As a result of the collisions, the
effective lifetime of the levels is always smaller
than their radiative lifetime. It has been reported
that the He metastable levels (1s2s 3S1 and 1S0)
are quenched by the super-elastic collision pro-
cesses at high discharge current densities. Thus, in
real scenarios, the system requires optimal values

of gas pressures, cavity dimensions, and electron
discharge current densities for smooth operation.

• The excited He atoms (1s2s 3S1 & 1S0) collide
with the ground Ne atoms and exchange their en-
ergy with the Ne atoms. This process is known
as near-resonant energy transfer (RET) since the
energy level values of the 1s2s 3S1 & 1S0 levels
of He are about those of the 2p54s and 2p55s
configurations (see Fig. 5); thus, there is a finite
probability for the process. Although several RET
schemes are possible with the fine structure levels
of the Ne 2p54s and 2p55s configurations, only
two relevant schemes are depicted below:

(i) He I (1s2s 3S1) +Ne I (2p6 1S0) −→ He I (1s2 1S0) +Ne I (2p54s 1P ◦
1 )

(ii) He I (1s2s 1S0) +Ne I (2p6 1S0) −→ He I (1s2 1S0) +Ne I (2p55s 1P ◦
1 )

Although the direct EIE in Ne also contributes to
the population inversion, it has been confirmed that
the collisional RET process described above signif-
icantly increases the population of the laser levels,
1P ◦

1 of the 2p54s and 2p55s. These laser levels have
several decaying transitions to lower energy levels of
2p53p and 2p54p configurations. The radiative tran-
sition parameters of these selected laser levels – 1P ◦

1

of 2p54s and 2p55s configurations – are given in Ta-
ble 2. In this table, special focus is given for its
well-known red line at λ = 6328.16 Å; its complete
decay channels along with radiative line parameters
are listed. The next step is to select a particular
transition of lasing interest6 and tune the laser cav-
ity conditions to favor and amplify the selected laser
line.

• For example, when the cavity is tuned for the
amplification of the 6328.16 Å line, which is due
to the following fine structure transition:

2p55s 1P ◦
1 −→ 2p53p 3D2

The absolute branching fraction |BF | for this
transition is 0.083, the highest among all tran-
sitions terminating to the levels of the 3p and
4p configurations (see Table 2), indicating that
the amplification factor of the expected laser out-

put for this line would be the highest. It is evi-
dent from Table 2 that the strongest branch for
the transitions originating from the 2p55s 1P ◦

1

level is a VUV (vacuum ultraviolet) line at
λ = 600.04 Å with |BF | = 0.694, belongs to the
spontaneous decay of the 2p55s 1P ◦

1 −→ 2p6 1S0.
It may appear as a loss of the population of the
upper level by radiative means; however, this
transition makes the resonant radiation trapping
(RRT) effect – a photon emitted by one atom is
absorbed by another atom in the ground state
before it escapes from the medium, and eventu-
ally an atom reaches back into the excited state
– due to which the effective lifetime (τ) of its up-
per level 2p55s 1P ◦

1 is increased7. The radiative
lifetime of this upper level is τ5ssp ≈ 24 ns (where
Aki is the transition probability, which represents
the rate of spontaneous emission), but it will be
increased up to τ5s = 100 ns by the RRT process
[12] at a total pressure of 1 Torr. With this in-
creased lifetime, the probability of the stimulated
emission gets enhanced, and a CW operation of
lasing transition at 6328.16 Å is achieved since
the radiative lifetime of its lower level 2p53p 3D2

is τ3psp ≈ 20 ns, is essentially defined by the fol-
lowing fast decaying transitions (see Table 2):

2p53p 3D2 −→ 2p53s 3P ◦
2

6 One of the keys to selecting the laser transition is the absolute branching fraction |BF | of the line (see Table 2). Note that not all
lines have the net gain to produce lasing action. Different mirrors and wavelength-selecting elements (e.g., prisms or gratings) are
generally used for single-line selection.

7 In principle, this lifetime increase (by the RRT) depends on the following parameters:- gas pressure (atomic density), temperature,
cross-section of the transition involved, and geometry and opacity of the medium, whether it is enclosed or not.
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Table 2: Radiative transition parameters for selected laser levels in Ne I.

λobs Intens.a Aki
b Level Designation & Energy |BF |c Commentsd

(Å) (arb. u.) (s−1) Lower Elow (eV) Upper Eupp (eV)

Decay channels of the 2p55s 1P ◦
1 level.

600.04 20 2.85e+07 2p6 1S0 0.000 2p55s 1P ◦
1 20.663 0.694 RRT

5433.65 2500 2.83e+05 2p53p 3S1 18.382 ... ... 0.007 Laser

5939.32 500 2.00e+05 2p53p 3P2 18.576 ... ... 0.005 Laser

6046.13 500 2.26e+05 2p53p 3D1 18.613 ... ... 0.006

6118.02 150 6.09e+05 2p53p 1D2 18.637 ... ... 0.015 Laser

6293.74 1000 6.39e+05 2p53p 1P1 18.693 ... ... 0.016

6328.16 3000 3.39e+06 2p53p 3D2 18.704 ... ... 0.083 Laser

6351.85 1000 3.45e+05 2p53p 3P0 18.711 ... ... 0.008

6401.08 1000 1.39e+06 2p53p 3P1 18.726 ... ... 0.034 Laser

7304.84 89 2.55e+05 2p53p 1S0 18.966 ... ... 0.006

24162.55 12 9.60e+04 2p54p 3S1 20.150 ... ... 0.002

30720.02 53 1.05e+05 2p54p 3P0 20.259 ... ... 0.003

33341.79 230 6.48e+05 2p54p 3D1 20.291 ... ... 0.016 Laser

33912.26 440 1.07e+06 2p54p 3P1 20.297 ... ... 0.026 Laser

33922.35 1200 2.92e+06 2p54p 1D2 20.297 ... ... 0.071 Laser

42182.98 140 3.64e+05 2p54p 1S0 20.369 ... ... 0.009

Decay channels for the red line at λ = 6328.16 Å.

5944.83 5000 1.13e+07 2p53s 3P ◦
2 16.619 2p53p 3D2 18.704 0.214

6096.16 3000 1.81e+07 2p53s 3P ◦
1 16.671 ... ... 0.343

6678.28 5000 2.33e+07 2p53s 1P ◦
1 16.848 ... ... 0.442

735.90 300 5.88e+08 2p6 1S0 0.000 2p53s 1P ◦
1 16.848 1.000

743.72 120 4.40e+07 ... ... 2p53s 3P ◦
1 16.671 1.000

741.74 - - ... ... 2p53s 3P ◦
0 16.715 0.000 FB, NR

746.04 - 6.79e-02 ... ... 2p53s 3P ◦
2 16.619 0.000 M2, NR

Decay channels of the 2p54s 1P ◦
1 level.

626.82 60 9.45e+07 2p6 1S0 0.000 2p54s 1P ◦
1 19.780 0.796 RRT

8865.31 2100 8.31e+05 2p53p 3S1 18.382 ... ... 0.007

10295.42 420 1.46e+05 2p53p 3P2 18.576 ... ... 0.001

10620.66 780 2.21e+05 2p53p 3D1 18.613 ... ... 0.002

10844.48 9400 2.99e+06 2p53p 1D2 18.637 ... ... 0.025

11409.13 8800 2.71e+06 2p53p 1P1 18.693 ... ... 0.023

11522.75 33000 1.07e+07 2p53p 3D2 18.704 ... ... 0.090 Laser

11601.54 2600 7.51e+05 2p53p 3P0 18.711 ... ... 0.006

11766.79 15000 4.54e+06 2p53p 3P1 18.726 ... ... 0.038

15230.71 5300 1.40e+06 2p53p 1S0 18.966 ... ... 0.012 Laser

a Relative observed intensity of spectral line in arbitrary units.
b Transition probability (Aki) represents Einstein’s A coefficient for spontaneous emission. Most of the transitions are
allowed (strong) electric dipole (E1) types, otherwise their types are indicated in the last column.
c Absolute branching fraction (|BF |), computed using the expression |BF | = Aki/

∑
Aki, represents the strength of a

transition branch that originate from a common upper level.
d Comments: FB—strictly forbidden transition, by ∆J ̸= 0 ←→ 0 selection rule, for even isotopes of neon (20,22Ne with
90.4% & 9.3% abundances in Ne natural samples, and their nuclear spin I = 0) and for the odd isotope of Ne (21Ne; 0.3%;
I = 1.5), this decay is a weak hyperfine-induced transition with τsp = 0.71 s, Laser—lasing action has been achieved for
the indicated transition, M2—transition is a magnetic quadrupole type, NR—non-radiative decay due to collision of Ne
atoms with walls of the tube, RRT—transition is affected by the resonant radiation trapping effect, which increases the
lifetime of the higher level.
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2p53p 3D2 −→ 2p53s 3P ◦
1

2p53p 3D2 −→ 2p53s 1P ◦
1

Note that all levels of 2p53p configuration have
nearly the same lifetime of about 20 ns, which
indicates that, theoretically, lasing action can
be achieved for all possible transitions between
2p55s 1P ◦

1 to the levels of 2p53p. Many researchers
reported lasing actions at different wavelengths;
thus, we marked particularly some of them in Ta-
ble 2.

• The levels of 2p53s are decayed to the ground
level 2p6 1S0 via radiative or non-radiative decay
channels:

(i) The 2p53s 1P ◦
1 and 2p53s 3P ◦

1 levels have
strong radiative decay channels to the ground
level.

(ii) The 2p53s 3P ◦
0 and 2p53s 3P ◦

2 levels are long-
lived or metastable states and have very weak
transition rates (Aki) to the ground state (see Ta-
ble 2). But their metastability will be destroyed
by atom-atom, atom-slow electron, and atom-
wall (of discharge tube or cavity) collisions, and
thereby these levels are de-populated. This colli-
sional destruction also reduces the possibility of
the collisional excitation to the levels of 2p53p con-
figuration from the metastable levels of 2p53s by
electron impact. The atom-wall collisions become
faster and more dominant as cavity dimensions
(at least in one dimension) are smaller. In this
regard, a narrow but long tube is generally used
in all practical He-Ne laser systems.

A CW operation of the laser output is possible since
a favorable lifetime ratio exists in the system be-
tween the levels of (i) 2p55s and 2p53p or (ii) 2p55s
and 2p54p or (iii) 2p54s and 2p53p. Indeed, it was
one of the reasons Ali Javan and his colleagues [7] ob-
tained lasing actions at five different infrared wave-
lengths, namely, 11180, 11530, 11600, 11990, and
12070 Å, which corresponds to fine structure transi-
tions of the 2p54s −→ 2p53p. The strongest amplifi-
cation was found at 11530 Å with an output power
of 15 mW. Also, gain in the medium at infrared
wavelength is much larger than at visible ones (since
gain is inversely proportional to ν2 or use Eq. 11
for a simple comparison). The 2p55s −→ 2p54p
transitions fall in the infrared region and those of
2p55s −→ 2p53p are in the visible region (see Table
2). For comparison purposes, one may consider their
3.3922 µm and 6328.16 Å lines; since the infrared
line has a relatively larger gain compared to the red
one, the laser oscillation and amplification will tend
to occur at 3.3922 µm rather than at 6328.16 Å.
Thus, for the oscillation and amplification of the red
line at 6328.16 Å, the gain of the infrared line(s)

must be suppressed by various means, for example,
with the use of suitable infrared absorbers in the
cavity and/or by introducing the line selection ele-
ments such as prism or grating or by increasing the
linewidth of the unwanted lines by applying an in-
homogeneous magnetic field. The laser output at
the visible wavelength of 6328.16 Å was first demon-
strated by White and Rigden [10].
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Abstract

Hybrid materials, which integrate organic and inorganic components at the molecular level,
are emerging as highly promising materials due to the diverse yet complementary properties
of these two distinct classes. The customized molecular integration of desirable inorganic and
organic features within a single molecular-scale composite can be synergistically leveraged to
overcome the limitations of individual components. Among various hybrid materials, the in-
corporation of suitable passive organic moieties into an active inorganic semiconducting matrix
is particularly intriguing and extensively studied. These hybrid semiconductors demonstrate
unique structural diversities and interesting optical, electrical, thermal and magnetic proper-
ties and are widely explored by research communities along with other semiconductors such
as graphene, transition metal dichalcogenides (MoS2,WS2 etc), and phosphorene. Due to their
fascinating room temperature characteristics and environmental stability, these hybrid per-
ovskites have found promising applications in various photonic and optoelectronic devices such
as light-emitting diodes, photodetectors, lasers, and solar cells. Embracing the challenges and
opportunities in semiconductor technology, India is making significant strides in this field and
emerging as a hub for one of the world’s most promising renewable energy markets with a
motto of “India’s semiconductor ecosystem is a solution not just for India’s challenges but also
for global challenges”.

1 Introduction

India is on a path to becoming a global leader in
semiconductor manufacturing, driven by a clear vi-
sion to advance its semiconductor industry. The
Indian government has launched several initiatives,
including the India Semiconductor Mission (ISM)
and the Semicon India program, to promote semi-
conductor manufacturing and technology develop-
ment through collaborative efforts among govern-
ment ministries, industry stakeholders, and aca-
demic institutions. Additionally, India has estab-
lished strong international partnerships with global
technology leaders, such as Powerchip Semiconduc-
tor Manufacturing Corporation (PSMC) in Taiwan
and Synopsys in the USA. One of the key advantages
driving industry growth in India is its vast domes-
tic market, making it the second-largest market for
5G smartphones after China. However, significant
challenges remain, particularly the complexities of
semiconductor fabrication, which demand substan-
tial investments, state-of-the-art infrastructure, a
highly skilled workforce, and advanced technology.
In 2023, India’s semiconductor market was valued
at approximately $45 billion and is expected to ex-
perience rapid growth in the coming years.

Semiconductors are materials characterized by a

small electronic bandgap, enabling thermally ex-
cited charge carriers to facilitate current flow at
higher temperatures. Among these, silicon plays
a pivotal role in the modern microelectronics in-
dustry, with key applications in solar cells, light
sources, and detectors [1]. Beyond silicon technol-
ogy, a wide array of advanced semiconductors has
emerged, including inorganic-organic hybrid per-
ovskites, graphene, transition metal dichalcogenides
(TMDs), and phosphorene [2-4]. This article focuses
on one of the most promising materials, inorganic-
organic (IO) hybrid perovskites, which have found
extensive applications in photonic, optoelectronic,
and photovoltaic devices.

2 Advancing Research on
Inorganic-Organic Hybrid
Perovskite in India

Research on IO hybrid perovskites, under the
broader category of Metal-Organic Frameworks
(MOFs), began in India in the early 2000s. This pio-
neering work was led by Prof. Ram Seshadri’s group
and Prof. C. N. Rao’s group at IISc Bangalore, with
a primary focus on the synthesis and structural prop-
erties of these materials. Over the past two decades,
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Prof. G. Vijaya Prakash’s group at IIT Delhi has
established a strong correlation between the optical
properties and structural features of IO hybrid per-
ovskites. The group is actively involved in explor-
ing various IO hybrid perovskites, investigating their
linear and nonlinear optical properties in both two-
dimensional (2D) and three-dimensional (3D) struc-
tures. Utilizing ultrashort laser pulses, they conduct
real-time monitoring of intercalation processes and
one- or two-photon-induced crystal imaging [5,6].
Their research primarily focuses on developing novel
perovskite materials tailored for applications in op-
toelectronic devices and solar cells. In recent years,
several research groups have actively explored opto-
electronic and photovoltaic devices, including those
led by Prof. D. D. Sharma (IISc Bangalore), Prof.
Dinesh Kabra (IIT Bombay), Prof. Samit Kumar
Ray (IIT Kharagpur), Prof. Suman Kalyan Paul
(IIT Mandi), and Prof. Sameer Sapra (IIT Delhi).
Among them, Prof. Dinesh Kabra’s group at IIT
Bombay has made significant contributions over the
past decade, particularly in the development of or-
ganic LEDs and stable photovoltaic devices [7].

3 Global Advancements in
Inorganic-Organic Hybrid
Perovskite Research

The IO hybrid perovskites have garnered global at-
tention for their promising applications in optoelec-
tronic devices and solar cells. Perovskite-based so-
lar cells have shown a remarkable increase in power
conversion efficiency, rising from approximately 3.8%
in 2009 to over 28% today. However, the commer-
cialization of this technology remains a significant
challenge due to its instability under high tempera-
tures and harsh environmental conditions [8-11]. In
fact, few research groups are working on the hybrid
inorganic-organic materials since late 80s. Ishihara
group investigated the strong room-temperature op-
tical properties then followed by Mitzi group [12-
14]. They mostly investigated 2D perovskites, and
focused on their optical absorption and photolumi-
nescence properties. The crystal structural stud-
ies were extensively studied by Billing’s group [15].
The first report on AMX3 type 3D IO hybrid per-
ovskites (where A = CH3NH+

3 ) were published by
Papavassiliou group in 1995, which has now led to its
tremendous application in photovoltaics [16]. Sev-
eral research groups across the globe, notably led by
Michael Graetzel, M. K. Nazeeruddin, Sir Richard
Friend, Henry J. Snaith, Subodh Mhaisalkar, An-
nalisa Bruno, Christoph Brabec are working in the
area of perovskites mainly targeted towards enhanc-
ing the stability of perovskite solar cells [17-19].

4 Excitons in Inorganic-
Organic Hybrid Perovskite

2D IO hybrid perovskites are represented by the gen-
eral formula R2MX4, where R is the organic moi-
ety, M is divalent metal (Pb2+, Sn2+ etc.) and X is
halide (Cl−, Br−, I−). The weak van der Waals in-
teraction and hydrogen bonding between the organic
ammonium cation and the terminal halide of the in-
organic [MX6]

4− octahedral part determine the con-
formation and orientation of the organic ammonium
cation as shown in Fig. 1(a). Due to the difference
in their bandgaps, they form multiple quantum well
structure (MQWs) (Fig. 1(a)), where inorganic and
organic layers act as well and barrier respectively.
The fascinating features of these 2D IO hybrid per-
ovskites are the presence of room temperature op-
tical excitons with large exciton binding energy (∼
200-250 meV) as compared to parent inorganic PbI2
(∼ 23 meV). The exciton energy levels are shown
in Fig. 1(b) where exciton levels lie slightly below
the bandgap of the material. The formation of nat-
ural multiple quantum well structure and reduced
dielectric screening effects are mainly responsible for
stable optical excitons which additionally enhances
the stability [20,21].

Fig. 1: (a) represents the alternative stacking
of organic and inorganic layers and corresponding
multiple quantum wells structures (b) represents the
schematic of exciton energy levels in these IO hybrid
semiconductors

5 Inorganic-organic hybrid
perovskites single crystal
platelets

Fig. 2(a) exhibits optical microscopic images of sin-
gle crystal platelets of two different IO hybrid per-
ovskites, (Cl−C6H4−C2H4NH3)2PbI4 (CEPI) and
(CH3 −C6H4 −C2H4NH3)2PbI4 (MPEPI). Bright
field (BF) optical images are recorded with the help
of a white light source attached with the microscope
(Olympus, BX-51). The photoluminescence (PL)
images are captured by exciting with 405 nm UV
laser excitation. The intense green colour PL image
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confirms their highly emitting nature and the pres-
ence of room temperature excitons. The room tem-
perature absorption spectra show narrow and strong
exciton absorption peak around 495 nm (2.50 eV)
with FWHM of ∼ 20 nm along with band edge and
charge transfer regions. When these perovskites are
excited with 405 nm UV laser, they demonstrate
strong exciton emission peak around 510 nm (2.43
eV) (Fig. 2(b,c)) [22].

Fig. 2: (a) Bright field (BF) and photoluminescence
(PL) optical images of single crystal platelets of IO
hybrid perovskites, CEPI and MPEPI (b,c) Room
temperature absorption and photoluminescence spec-
tra of their thin films, Ex: 405 nm laser, Ref [22]

6 Mixed halide colloidal
nanoparticles

To further tune the exciton emission over a broad
spectral domain, mixed halide colloidal nanoparti-
cles CH3NH3PbBr0.5I0.5 (hereafter, C1PBr0.5I0.5)
are fabricated. When these nanoparticles are ex-
posed under 405 nm UV laser excitations, they
exhibit a series of fascinating colours due to the
change in their bandgaps through inter-ion migra-
tion as shown in Fig. 3(a). The photoluminescence
tunability under continuous laser exposure confirms
the tunability of excitons over broad spectral do-
main with the emergence of several metastable
states which makes them potential candidate for
LEDs and tunable lasers. The stability of these
mixed halide colloidal nanoparticles can be enhanced
with the help of surface functionalization process
where these nanoparticles are capped with long
alkylammonium based 2D perovskites as shown in
Fig. 3(b-d). For surface passivation, octylamine
based 2D perovskites such as C8H17NH3Cl(C8Cl),
C8H17NH3Br(C8Br), C8H17NH3I(C8I) are used
[23].

Fig. 3: (a) Real-time photoluminescence mon-
itoring of mixed halide colloidal nanoparticles
C1PBr0.5I0.5 under continuous UV laser exposure.
(b-d) when these nanoparticles are functionalized
with C8Cl, C8Br and C8I, respectively. Right side
images are corresponding PL camera images taken
at different exposure times. (For colour PL images,
refer to web version of this article.) [23]
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1 Introduction

The quest for clean and sustainable energy has never
been more crucial. As the world seeks to combat
climate change, pollution, and dwindling fossil fuel
reserves, green hydrogen is emerging as a beacon of
hope. But what exactly is green hydrogen, and how
can it help power a cleaner, more sustainable future?
In this article, we will take a detailed yet accessible
journey from the basic molecules of hydrogen to the
megawatts of energy it can generate, examining how
green hydrogen might revolutionize the energy sec-
tor.

2 What is Green Hydrogen?

At its core, hydrogen is the most abundant element
in the universe, consisting of one proton and one
electron. It exists in the form of H2, a diatomic
molecule. Hydrogen is a highly versatile element
that can be used as fuel, either in its pure form or
by combining it with other elements. However, most
of the hydrogen we use today is not environment
friendly. It is known as “gray hydrogen,” primar-
ily produced from fossil fuels through processes like
steam methane reforming, which releases carbon
dioxide (CO2), a potent greenhouse gas[1].

In contrast, green hydrogen is produced through
electrolysis, where water (H2O) is split into hydro-
gen and oxygen using renewable electricity[2]. The
key difference is that this process does not emit
any greenhouse gases, provided that the electricity
used is sourced from wind, solar, or other renew-
able means. The hydrogen produced in this way is
considered clean, making green hydrogen a promis-
ing candidate for reducing our dependence on fossil
fuels.

3 The Electrolysis Process:
Breaking Down Water

Green hydrogen is produced through a process called
electrolysis, where an electric current is passed

through water to separate it into hydrogen and oxy-
gen. The overall reaction can be represented as:

2H2O(l) → 2H2(g) +O2(g)

Electrolysis occurs in an electrolyzer, which consists
of two electrodes (an anode and a cathode) sub-
merged in water[3]. When a direct current (DC) is
applied, water molecules dissociate at the electrodes.
At the anode, oxygen gas is released, while hydrogen
gas is collected at the cathode.

There are different types of electrolyzers, such as:

• Alkaline Electrolyzers: The most common
type, utilizing an alkaline solution as the elec-
trolyte[3].

• Proton Exchange Membrane (PEM) Elec-
trolyzers: These use a solid polymer membrane,
offering faster response times and higher efficien-
cies, making them ideal for renewable energy in-
tegration[4].

• Solid Oxide Electrolyzers: These operate at
high temperatures (up to 800°C) and can achieve
high efficiencies but require more complex sys-
tems[5].

4 How Green Hydrogen Fits
into the Energy Mix?

One of the most compelling reasons for the global
interest in green hydrogen is its versatility. Unlike
electricity, which must be consumed immediately
or stored in batteries, hydrogen can be stored as a
gas, liquefied, or chemically bound in molecules like
ammonia. This ability to store energy is essential
because renewable sources such as wind and solar
produce power intermittently. By using excess re-
newable electricity to produce green hydrogen, we
can store that energy and use it later, when needed,
either to generate electricity or to fuel other sectors.

Here are some key ways, green hydrogen can con-

67



Dept. of Physics, AMU Physics Bulletin-2025

tribute to the energy transition:

1. Electricity Generation: Hydrogen can be used
in fuel cells and devices that convert chemical en-
ergy into electricity through a reaction between
hydrogen and oxygen[6]. Fuel cells have high effi-
ciencies and emit water vapor only, making them
ideal for clean electricity generation. Hydrogen
can also be burned in turbines, replacing natural
gas in power plants.

2. Transportation: One of the most exciting ap-
plications of green hydrogen is in transportation,
particularly in fuel-cell electric vehicles (FCEVs).
Unlike battery-electric vehicles that store electric-
ity in batteries, FCEVs produce electricity on de-
mand by reacting stored hydrogen with oxygen
from the air in a fuel cell[7]. This process emits
only water, making it zero-emission. Hydrogen
vehicles are appropriate for heavy-duty applica-
tions like buses, and trucks, because they have a
longer range and require less time to refuel than
battery-electric vehicles[8].

3. Industrial Applications: Many industries rely
on hydrogen for chemical processes, such as re-
fining, steelmaking, and ammonia production.
Traditionally, this hydrogen has been produced
from fossil fuels, but green hydrogen can replace
these carbon-intensive processes, reducing emis-
sions from some of the hardest-to-decarbonize
sectors.

4. Heating and Cooling: Hydrogen can be used
in gas grids to replace or supplement natural gas
for heating. It can also play a role in central heat-
ing systems, where heat is distributed to buildings
through a network of pipes. This could dramati-
cally reduce carbon emissions from residential and
commercial buildings[9].

5 India and the Green Hydro-
gen Revolution

India, with its burgeoning energy demand and grow-
ing commitment to sustainability, is positioning it-
self as a major player in the global green hydrogen
economy. Recognizing the strategic importance of
green hydrogen, the Indian government has launched
the National Green Hydrogen Mission, with a
focus on making the country a global hub for green
hydrogen production and export.

1. Abundant Renewable Energy Potential: In-
dia has vast renewable energy resources, including
some of the world’s largest solar and wind farms.
The government aims to use this renewable ca-
pacity to power electrolyzers, making green hy-

drogen production economically viable. By 2030,
India plans to achieve 500 GW of renewable en-
ergy capacity, a significant portion of which will
contribute to green hydrogen production[10].

2. Decarbonizing Hard-to-Abate Sectors:
Green hydrogen offers India a unique opportu-
nity to decarbonize its industrial sectors, which
account for a significant portion of its greenhouse
gas emissions. The steel, cement, and fertilizer
industries are prime candidates for green hydro-
gen adoption, particularly given India’s status as
one of the largest producers of steel and fertilizers
globally[11].

3. Energy Security and Export Potential: In-
dia imports a large share of its energy in the form
of oil and natural gas. Scaling up green hydro-
gen production could enhance energy security by
reducing dependence on fossil fuel imports. Addi-
tionally, India is well-positioned to become a ma-
jor exporter of green hydrogen and its derivatives,
such as ammonia, to energy-deficient regions[12].

4. Policy and Investment Support: The Na-
tional Green Hydrogen Mission, backed by an in-
vestment of INR 19,744 crore (around $2.4 bil-
lion), aims to produce 5 million tons of green
hydrogen annually by 2030. This includes sub-
sidies for electrolyzers, R&D initiatives, and the
creation of hydrogen hubs. Indian companies like
Reliance Industries, Indian Oil Corporation, and
Adani Enterprises are investing heavily in green
hydrogen projects, signalling strong private sec-
tor support[13].

5. Global Collaborations: India has been actively
collaborating with international partners to boost
its green hydrogen capacity. For instance, part-
nerships with Germany, Australia, and Japan are
facilitating technology transfer, knowledge shar-
ing, and investment in hydrogen projects. These
collaborations are crucial for overcoming techni-
cal and financial barriers.

6 Challenges in Scaling Green
Hydrogen in India

While the prospects are promising, India faces chal-
lenges similar to those encountered globally, includ-
ing high costs, infrastructure gaps, and efficiency
losses. The initial capital costs for electrolyzers
and renewable energy installations remain a barrier.
Furthermore, the lack of hydrogen-specific pipelines,
storage facilities, and fuelling stations hinders large-
scale deployment. Addressing these challenges will
require sustained policy support, technological inno-
vation, and public-private partnerships.
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7 The Road Ahead: Global
and Indian Initiatives

Despite these challenges, governments and industries
worldwide are actively promoting green hydrogen as
part of their climate action plans. India is emerg-
ing as a key player in this movement, leveraging
its renewable energy potential, industrial base, and
strategic location to become a leader in the green
hydrogen economy.

Globally, countries like the European Union, Japan,
and the United States have announced ambitious
green hydrogen plans, while India is making signif-
icant strides through the National Green Hydrogen
Mission. The convergence of global and local efforts
will play a vital role in scaling up green hydrogen
adoption, reducing costs, and addressing infrastruc-
ture barriers.

8 Conclusions

Green hydrogen has the potential to play a critical
role in the global and Indian energy transition. By
producing hydrogen from renewable energy sources,
we can reduce greenhouse gas emissions, stabilize
the grid, and decarbonize sectors that are difficult
to electrify. While challenges remain, the combined
efforts of governments, industries, and researchers
are paving the way for a cleaner, more sustainable
future.

India’s proactive approach, coupled with its abun-
dant renewable energy resources, positions it as a
major player in the green hydrogen revolution. As
we advance from the molecular level to megawatts of
clean energy, green hydrogen stands out as a promis-
ing solution to some of the most pressing energy and
environmental challenges of our time.
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A trace element is a very low concentration chem-
ical element in a given sample. Trace elements
concentrations broadly range between 1 to 100 parts
per million (ppm). In the IUPAC Compendium of
Chemical Terminology, its boundaries are described
as “Any element having an average concentration of
less than about 100 parts per million atoms or less
than 100 µg/g” [1]. Now with the improved ana-
lytical detection techniques we can go beyond these
boundaries in which concentrations range is below
ppm and such a very low concentration element is
termed as ultra trace.

Every material has different elemental composition
and knowing exactly about this composition can
give us information about the origin and quality of
material. Study of these trace element is important
because even presence of such a very low levels of
chemical elements may change the physical, elec-
trical and other characteristics of sample. Like, in
material processing various contaminations can be
introduced into the sample due to airborne parti-
cles (dust, aerosols), humidity (moisture-induced
oxidation), impure precursor and due to reaction
byproducts.

Managing and comprehending the effects of chem-
ical contamination on advanced materials is very
crucial and important, and this can be achieved
through Trace Elemental Analysis (TEA). Conduct-
ing thorough examinations of raw materials before
production and continuous testing during critical
stages of manufacturing can assist in recognizing
and eradicating sources of undesirable impurities in
the final products [2]. TEA helps scientists to de-
termine these trace elements in a sample. It can be
used in many fields, like environmental monitoring,
toxicology, forensics and food safety etc. [3].

In the past, the detection of trace elements was
accomplished using gravimetric methods that in-
volved analysing large sample sizes. For instance, to
identify less than 10 ppm of gallium in aluminium,
a sample size of 50 g was necessary. Fire assay
techniques for noble metals still necessitate samples
ranging from 5 to 100 g.

Potentiometric titrations for measuring iodine, sil-
ver, and similar elements, as well as the extractive
titration of heavy metals by dithizonates into or-

ganic solvents for quantification, were occasionally
employed in higher levels of trace analysis. However,
these methods were often time-intensive, required
significant labour, and needed an analyst with con-
siderable expertise [4].

The trace element analysis method can broadly be
categorized into two categories

• Destructive Technique and

• Non-Destructive Technique

The Destructive Techniques primarily pertain to
optical spectrometry, but also encompass methods
like polarography and ion chromatography. Simi-
larly, the Non-destructive Technique can generally
be divided into two primary categories: non-nuclear
analytical techniques (non-NAT) and nuclear ana-
lytical techniques (NAT).

Destructive Techniques mainly focuses on preparing
samples in solution, which often results in enhanced
homogeneity and reduced matrix interference in
many situations. However, the analytical data for
Destructive Techniques are usually presented based
on solutions, necessitating the consideration of di-
lution factors to obtain actual performance figures,
but the Non-destructive Technique (NDT) does not
require the consideration of such factors because it
is based on solid samples [4].

Nuclear analytical techniques (NAT) typically offer
significant benefits compared to alternative meth-
ods. Here, we will focus on two methods: Neutron
Activation Analysis (NAA) and Particle-Induced X-
ray Emission (PIXE).

1 Neutron Activation Analysis
(NAA)

Neutron Activation Analysis (NAA) stands out as
precise analytical methods employed for the quanti-
tative analysis of major, minor, and trace elements
of interest. This technique was firstly introduced
by George de Hevesy and Hilde Levi in 1936. Tra-
ditional NAA coupled with Prompt Gamma ray
NAA (PGNAA) can analyze up to 70 elements,
ranging from Hydrogen to Uranium. This NAA
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technique quantifies the total concentration of an
element within sample matrices, disregarding its
chemical or physical state and requiring no sample
pre-treatment. NAA also allows for the examination
of non-radioactive tracers that are introduced into
biological, chemical, or industrial processes to aid in
process identification and optimization [5,6].

In the Neutron Activation Analysis (NAA), a small
portion of the material undergoing evaluation is
subjected to a stream of thermal neutrons (typical
energy is 0.025eV) emitted from a nuclear reactor.
When the incoming neutrons interact with the sam-
ple nuclei then through the neutron capture (n, γ)
reaction, stable element nuclei can be transformed
into radioactive ones, which lead to the formation
of compound nucleus. The excitation energy of
the resulting compound nucleus is determined by
the binding energy of thermal neutrons interacting
with the nucleus. Many of these resultant radioac-
tive nuclei decay by emitting beta particles followed
by emission of gamma radiation, and the emitted
gamma rays are specific to the respective decay pro-
cess. By accurately measuring the energies of the
gamma rays produced after the sample is taken out
from the reactor and analysed with a detector (typ-
ically an HPGe detector is used), one can ascertain
the activity or count of gamma rays of particular
energy. The total number of counts in the photo
peak are directly related to the disintegration rate
of the radionuclide, which is itself proportional to
the concentration of the parent isotope (target nu-
cleus) present in the sample. Therefore, gamma ray
measurements offer an assessment of the overall con-
centration of the parent element [6,7]. The processes
involved in the NAA are shown below in Fig. 1.

Fig. 1: Schematic diagram for the Neutron Activa-
tion Analysis

The activity results from neutron capture is given as

A′ = 0.602m
A σΦ(1− e−λt)

Here A′ is the activity in decays per second, m is the
mass of the isotope in gram, A is the mass number of
the isotope, Φ is the neutron flux in neutron/cm2/s,

σ is the neutrons cross section in barns, λ is de-
cay constant and t is the irradiation time. When
all the factors that influence the induced activity
are known, the mass of the element (m) can be
derived from the observed radioactivity using men-
tioned equation. The higher the activity, the greater
is the detection sensitivity for a specific element.

2 Particle-induced X-ray emis-
sion (PIXE)

Particle-induced X-ray emission (PIXE) is also uti-
lized for analysing small quantities of elements. This
method was initially introduced in 1970 by Sven Jo-
hansson from Lund University in Sweden. In this
process, a thin layer of the material is placed in the
target region of an accelerator and is bombarded
with protons, alpha particles, or even heavy ions.
The interaction between the incoming particles and
the target can lead to ejection of an inner electron
(K-shell or L-shell). After a vacancy is created, it
is rapidly filled by the outer electrons in the atom,
producing an X-ray in the process.

Fig. 2: Schematic diagram for the PIXE

The energies of K- and L-shell X-rays vary with
the atomic number Z, allowing us to identify the
elements present in the sample by analysing the
emitted X-rays. Due to the limited range of charged
particles within matter and the low energies of emit-
ted X-rays (10-100 keV), it is essential to use thin
samples, so that X-rays can penetrate through the
sample and thus can reach detector. Recent ad-
vancements in PIXE utilizing focused beams (as
small as 1 µm) have enabled microscopic analysis.
This refined approach, known as microPIXE, al-
lows for the assessment of trace element distribution
across a wide variety of samples. Additionally, a re-
lated method, particle-induced gamma-ray emission
(PIGE), can be employed to identify certain light
elements.

The cross sections for ionization of the K-shell in
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the PIXE changes gradually, unlike the situation
seen with the capture of thermal neutrons in the
NAA method. For lighter elements, the cross sec-
tion is approximately 100 barns, but it drops to less
than 1 barn for heavier elements. Consequently, the
sensitivity of PIXE diminishes as the atomic number
(Z) of the target increases, though achieving quan-
titative results is still feasible up to higher atomic
number element like lead (Pb) [7,8].

Fig. 3: A typical spectrum obtained in PIXE exper-
iment

A standard X-ray spectrum acquired during the
PIXE experiments is illustrated in the Fig. 3. This
figure demonstrates that different trace elements can
be recognized by their distinct characteristic lines.
The intensities of these X-ray lines are utilized to
calculate the amount of trace elements present in
the sample.

This method is similar to NAA regarding sensi-
tivity, and in many cases, it may outperform NAA.

Additionally, NAA faces selectivity constraints due
to isotopes that may possess low cross sections or
no gamma emissions. In contrast, PIXE does not
encounter these limitations—virtually all elements
can be detected with comparable sensitivity. One
drawback in the PIXE is that the X-ray spectrum
includes various components of the K and L lines,
which can create interference and complicate the
analysis if the detector is not able to resolve differ-
ent peaks [7].
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1 Introduction

The primary distinction between the two prevalent
condensed matter phases, crystals and liquids, is
that the molecules in a liquid are not arranged in
order, but molecules in a crystal are arranged in
regular and repeated patterns. Crystals generally
exhibit positional and orientational order, which
means that the molecules are restricted in their
ability to align their molecular axes in certain di-
rections and to occupy certain locations within a
lattice. In contrast, molecules in liquid have axes
that rotate continuously and molecules move ran-
domly throughout the container. Notably, nature
also contains phases that are less ordered than nor-
mal crystals but more ordered than liquids, referred
to as liquid crystal phase [1]. The term “liquid crys-
tal” (LC) refers to its unique blend of characteristics
in between liquids and crystals. The LCs have di-
electric, electrical, and optical anisotropy, meaning
thereby that their characteristics change with di-
rection, just like crystalline solids. Simultaneously,
LCs have characteristics like fluidity and molecular
mobility which is common with isotropic liquids [2].

LC was invented by the Austrian botanist Friedrich
Reinitzer in the year 1888. He noticed that
cholesteryl benzoate exhibited two different melt-
ing points upon heating from a crystalline to liquid
state. Reinitzer observed that the crystal trans-
forms into a hazy liquid at 145.5°C after raising the
temperature of a solid sample. He raised the tem-
perature even more, and the substance transformed
at 178.5°C into a translucent and clear liquid as
shown in Fig. 1.

Fig. 1: Transformation of a LC material occur at
specified temperature.

The entire process was reversible and the turbid liq-
uid’s colour varied from red to vivid blue-violet to
pale blue. Otto Lehmann, an experienced crystal-

lographer, obtained Reinitzer’s samples to validate
his findings and improve experimental accuracy.
Between 1890 and 1900, Lehmann replicated the
phenomena observed by Reinitzer, referring to this
new substance with terms such as “flowing crystal”
or “viscous LCs” or “crystalline fluid” [3].

2 Classification of LCs

The LCs are classified into several groups and sub-
groups according to their formation method, molec-
ular configuration and molecular morphology within
the materials. The most prevalent type of molecule
observed in LC phases is rod-shaped, which means
that a molecule’s one axis is significantly longer
than its other two axes. These materials, known as
calamitic LCs.

Disc shaped molecules can also contribute to the
formation of LCs, which have one shorter axis than
other two. Such molecules are known as discotic
LCs, and require stiffness in the core region of
molecule. Calamitic and discotic LCs, also known
as thermotropic LCs, are stable at specific tempera-
tures.

Thermotropic LCs shows their liquid crystalline
phase within a specific temperature array, which
is between the melting point and the transition
temperature. When temperature varies, these LCs
frequently show a range of unique phases. Ther-
motropic LCs are classified into three types Nematic,
Smectic, and Cholesteric LC as shown in Fig. 2.[1]

Fig. 2: The schematic arrangement of molecules in
Nematic, Smectic and Cholesteric phases.

The nematic phase is a single dimensionally or-
ganized, adaptable fluid in which molecules have
orientational order nevertheless lack long range po-
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sitional order. During this phase, the rod shaped
molecules are aligned parallel to their long axes and
generally oriented in the same direction. The term
“nematic LCs” (NLCs) originates after greek word
nema, meaning “thread”, which denotes thread like
texture observed under a polarizing microscope.

In the smectic phase, the molecules are systemati-
cally arranged within each layer, forming a spatially
periodic structure. The word smectic is taken from
greek word ‘smegma’, which signifies soap. There are
many smectic phases but two most common phases
are smectic A and smectic C phase. In the smectic
A phase, molecules are ordered in layers with their
long axes oriented perpendicular to the layer plane.
In the smectic C phase, molecules are arranged in
distinct layers, with their long axes tilted relative to
the layer plane. The tilt angle is defined as angle
between long molecular axis and the director per-
pendicular to the smectic plane [2].

Cholesteric LCs are also coined as chiral NLC, con-
sist of optically active molecules. In this phase,
the director adopts a helical structure instead of
remaining stationary, which introduce chirality into
the structure. One of the most essential aspects of
chiral NLCs is pitch, which is the distance required
to rotate the director through an angle of 2π. This
chiral phase shows different colours when exposed
to white light having wavelengths equal to the pitch
value of the mesogen. Its twisted helical shape gives
it a variety of optical properties that can be used
to make temperature sensors, such as clinical ther-
mometers, since even a slight change in temperature
can substantially change the colour and pitch value
[3]. There is another category of molecules exhibits
a LC phase solely when mixed with a solvent, these
are referred to as lyotropic LCs. These LCs are es-
pecially common in biological systems are industrial
products like soap, detergents and lipid bilayers [1].

3 Applications of LCs

Owing to their distinctive properties, LCs are widely
used in electro-optical display devices, temperature
sensor, biosensors, chemistry, space engineering,
biology, food science, and pharmacology. Ther-
motropic LCs are commonly used in electro-optical
display such as flat-panel televisions, laptop screens,
telecommunications devices, calculators and wrist-
watches. Lyotropic LC systems are widely used in
the cosmetics sector and are essential for cleaning
procedures. The structural arrangement of basic
biomolecules such as DNA, proteins, and polysac-
charides is reflected in the chiral nematic phase,
highlighting the importance of chiral helical struc-
tures in sustaining vital biological processes. Fig. 3

shows some of the components, functions, features,
and applications of LCs [4].

Thermotropic LCs are widely used in the tem-
perature sensors. One kind of temperature sensor
where the colour of LCs varies with temperature is
a LC thermometer or plastic strip. Typically, the
temperature-sensitive material is a cholesteric LC
compound that changes colour when activated by
temperature. Upon activation, the temperature-
sensitive material emits or reflects visible radiation,
indicating the temperature.

Fig. 3: Components, properties and applications of
LC.

4 Need of LC based ther-
mometer

Thermometers are essential for scientific research
and daily activities, enabling precise temperature
measurement. They are available in various types,
and are based on distinct principles. Mercury and
alcohol thermometers have historically been used to
monitor human body temperature. These are oper-
ated on the principle of thermal expansion, where
changes in temperature lead to the expansion or
contraction of the liquid within, which is then in-
dicated on a calibrated scale. Traditional mercury
thermometers use a glass tube, which increases the
risk of injury from glass fragments if broken and
of mercury poisoning. Digital thermometers utilise
electronic sensors to detect temperature and present
the results on a digital display, allowing for quick
and accurate readings. They require batteries to
function which may run out at inconvenient times
and extreme temperature or humidity can affect
their performance or damage the electronics [5]. In-
frared thermometers assess the infrared radiation
emitted by an object to ascertain its temperature,
making them particularly suitable for non-contact
measurements. They are not ideal for continuous
temperature monitoring over time and dust, steam,
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smoke or other airborne particles can interfere with
infrared readings [6].

To get rid of the problems from conventional ther-
mometers, we need to utilize alternative thermome-
ter that is simple to use and does not cause dam-
age, such as a LC thermometer. LC thermometers
are easy to use without any calibration or compre-
hensive instructions because they are made from
non-toxic, biodegradable materials that provide no
risk of environmental pollution or poisoning. LC
thermometers are appropriate for applications that
need quick detection, while adhesive strips and other
flexible formats make them perfect for wearable ap-
plications and curved or uneven surfaces and they
reduce hazards in places such as homes, laboratories
and hospitals because they are difficult to break [7].

5 Cholesteric LC based ther-
mometers

A non superimposable mirror image of an object or
molecule is called chiral, a term derived from the
greek word for handedness. For instance, while a hu-
man hand exemplifies chirality, a coffee cup does not.
In the context of chemistry, chirality typically indi-
cates that a molecular structure is asymmetric and
possesses handedness. In most cases such chirality
is generated by their being four different structural
components attached to a tetrahedral, sp3 carbon
atom (often describes as a chiral centre). Four such
different units can be arranged in two ways, gener-
ating two compounds (enantiomers) that are mirror
images of each other. One stereochemical configura-
tion is termed S and the other enantiomer is termed
R. For example, 2-octanol is chiral and is commonly
used in the synthesis of chiral LCs one isomer is (S)-
2-octanol (1a) and the other isomer is (R)-2-octanol
(1b) as shown in Fig. 4.

Fig. 4: Enantiomers of 2-octanol.

Both enantiomers are identical except for the way
in which the structural components are arranged
in space. This different arrangement of functional
groups in space is responsible for optical activity,
i.e., an enantiomer will rotate the plane of plane po-
larised light, its mirror image will produce the same

magnitude of rotation but in the opposite direction.
A 1:1 mixture of enantiomers is termed racemic and
will not generate a rotation of plane polarised light.
Materials composed of chiral molecules are particu-
larly noteworthy, especially those exhibiting organic
activity. Additionally, cholesteric molecules that
form LC phases are also regarded as exceptional &
unique.

In certain fluid environments characterized by well-
organized liquid crystalline phases, the chirality of
individual molecules leads to the emergence of chi-
rality in the macroscopic arrangement of the LC
phase, referred to as form chirality. The cholesteric
liquid crystalline molecules arrange themselves into
an unsymmetric, cholesteric configuration that re-
sembles a helix. This helical arrangement possesses
a distinct handedness; for example, one enantiomer
will generate a sinistral helix, whereas the other
enantiomer will generate a dextral helix. Shape chi-
rality is a direct consequence of molecular chirality,
enabling the precise plan of LC molecules to ful-
fil specific application requirements. For instance,
certain molecules can be tailored to achieve a signif-
icantly long helical pitch, while alternative designs
may result in a shorter helical pitch. The investiga-
tion of chirality within LCs constitutes a broad and
captivating area of research that is both intricate
and important. In recent years, there has been a
notable increase in research dedicated to chirality
in LCs, which is essential for various technological
innovations.

The cholesteric nematic phase can be induced with
introducing a little amount of a cholesteric substance
(which does not have to be in liquid crystalline form)
into a nematic material. It is considered that the
cholesteric dopant establishes a cholesteric environ-
ment for the surrounding for molecules which are
not cholesteric, resulting in the formation of a heli-
cal macrostructure.

6 Working of LC thermometer

The inherent asymmetry of fundamental molecules
leads to a gradual and uniform regular change of the
director (the average direction of the long axes of
all the molecules n̂). This ongoing modification of
director results in a helical structure with a distinct,
temperature reliant pitch. Therefore, the cholesteric
nematic phase demonstrates a curl along a singu-
lar axis. On higher temperatures, the molecules
exhibit amplified internal energy, which causes a
greater angle of director alteration and a tighter
pitch. In contrast, when the temperature drops, the
pitch length grows. On the other hand, there are
occasions when the anticipated relationship between
pitch variation and temperature does not manifest.
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The helical arrangement can selectively reflect light
at wavelengths that correspond to the helical pitch
length the cholesteric nematic material must be ori-
ented such that the helical axes align with the direc-
tion of light travel. When length of pitch grows and
becomes closer to the wavelength of visible spectrum,
certain colours are reflected. The effect is based on
the temperature dependence of the gradual change in
director orientation between successive layers, which
modifies the pitch length resulting in alteration of
wavelength of reflected light according to the tem-
perature. The angle at which the director changes
can be made larger, and thus tighten the pitch, by
increasing the temperature of the molecules, hence
giving them more thermal energy. Similarly, de-
creasing the temperature of the molecules increases
the pitch length of the chiral nematic LC. This
principle is fundamental to the effective commer-
cial use of cholesteric nematic (chiral) materials in
thermochromic thermometer devices and various
products with the aim of altering colour with tem-
perature, including textiles, inks, and paints [1].

Fig. 5: Schematic diagram of orientation changes
of cholesteric LC with temperature.

7 LCs thermometer strips

The predominant form factor for LCs thermome-
ters consists of self-adhesive strips that feature a se-
quence of temperature sensitive components. These
components are composed of micro encapsulated
thermochromic LCs positioned against a black back-
drop. Each LC component is meticulously designed
with a specific pitch, often enhanced with additives,
enabling successive elements to change to a green hue
in response to incremental temperature variations.
Consequently, as the temperature increases, these el-
ements illuminate to display the corresponding num-
ber that is permanently affixed beneath them. LCs
exhibit a black appearance both below and above
their specified temperature range while displaying a
spectrum of colours resembling a rainbow with green
being the midpoint, as the temperature fluctuates
within this range. As one segment of the LC tran-
sitions to green, the segment above it may take on
a subtle tan hue, while the segment below may shift
to a faint blue, contingent upon the molecular engi-
neering involved [8].

Fig. 6: LC thermometer strips.

The illustration below depicts the composition of a
standard liquid crystalline strip, highlighting the un-
like layers, through LCs situated within the central
layer. The white realistic print features designated
numbers, while the black backing film is positioned
beneath the LCs. It is important to note that the
LCs are the sole component of the assembly that al-
ters colour, sequentially illuminating the white num-
bers above them as the temperature rises.

Fig. 7: Schematic diagram of thermochromic LC
label construction.

8 Features of LC thermome-
ters

Colour changing LC thermometers show tempera-
ture as colours, with each colour corresponding to a
specific temperature. The colours change reversibly,
so they can respond to both increases and decreases
in temperature. Reusable LCs can return to their
original state after being exposed to temperature
changes, making them reusable and long-lasting.
LC thermometers are safer than mercury-in-glass
thermometers. LC thermometers are used in a va-
riety of applications, including aquariums, home
brewing, and mood rings. LC thermometers can be
customized to meet specific requirements, such as
size, shape, colour, and temperature range [9].

9 Applications of LC based
thermometer

LC based thermometers exploit the thermochromic
properties of LC, which exhibit distinct colour
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changes at specific temperature ranges. These ther-
mometers are widely used for their ability to provide
quick, non-invasive, and visually interpretable tem-
perature readings. In the medical field, they are em-
ployed in forehead thermometers and fever strips to
monitor body temperature without discomfort, es-
pecially useful for infants and during pandemics. In
industrial settings, they help monitor surface tem-
peratures of machinery, pipelines, and electronics,
ensuring operational safety and efficiency. LC ther-
mometers are also used in consumer products, such
as aquarium strips and bath thermometers, for easy
monitoring of water temperature. In laboratories
and educational contexts, they demonstrate ther-
motropic behaviour and phase transitions. Addi-
tionally, they play a crucial role in cold chain lo-
gistics, ensuring temperature-sensitive products like
vaccines and perishables remain within safe temper-
ature limits during transportation and storage.
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Everything we see and use on a daily basis, from the
gadget we are using to read to our morning coffee,
is made of matter. The three states of matter that
we frequently come into contact in everyday life are
solid, liquid and gas. Certain environmental condi-
tions, such as temperature and pressure, can change
these three states of matter from one form to an-
other. For example, increasing the temperature may
change ice, which is a solid, into water, which is a liq-
uid. Phase transitions, which signify modifications
in structure and characteristics, are another way to
identify the state of matter. The many shapes that
matter may take are referred to as its states. One of
the phases of matter, solids are defined by high vis-
cosity and strong atomic bonding, which give them a
hard shape. A solid has a fixed volume and a stable,
definite shape because its particles (ions, atoms, or
molecules) are packed closely together and are sub-
ject to forces that prevent them from moving freely;
it can only change shape when it is broken or cut. A
liquid is a nearly incompressible fluid that conforms
to the shape of its container but keeps a constant
volume regardless of pressure; a solid turns into a
liquid when it is heated above its melting point and
the pressure surpasses the substance’s triple point.
The average distance between adjacent molecules is
significantly greater than the size of the molecules; a
gas has no distinct shape or volume and fills the en-
tire container in which it is found; and the molecules
in a gaseous state have enough kinetic energy that
the effect of intermolecular forces is minimal or non-
existent [1]. According to the general theory, all mat-
ter typically has two points: a melting point, when
it becomes liquid, and a boiling point, where it be-
comes gas. An excellent illustration of this viewpoint
is water. At 0°C it melts, and at 100°C it boils and
turns into steam, which is water in gaseous form.

1 Liquid Crystals: An Intro-
duction

In the year 1888, Fredrich Reinitzer, An Austrian
botanist, was attempting to determine the proper
formula and molecular weight of cholesterol by do-
ing experiments on a material based on it. He was
surprised to discover that this material appeared
to have two melting points when he attempted to
accurately measure the melting point, which is a
crucial sign of a substance’s purity. The solid crys-

tal dissolved at 145.5°C to form a hazy liquid, which
persisted until 178.5°C, when it abruptly cleared to
reveal a clear, transparent liquid. Reinitzer first be-
lieved that this would indicate that the material had
contaminants, but additional purification had no
effect on this behavior. Fascinating by this abnor-
mal observation, Reinitzer sent the sample to Otto
Lehmann who was a famous German crystallogra-
pher. By his careful observations of the melting of
the substance using his state-of-the-art microscope
with a gas heating stage, Lehmann was convinced
that the cloudy state is totally a new state of mat-
ter that differs from solid, liquid, and gas. Today
this cloudy liquid is known as “liquid crystal” [2].
The double melting phenomenon was discovered by
Reinitzer in 1888, which is officially recognized as
the year of discovery of Liquid crystals [3].

Liquid crystal (LC) is considered as the fourth state
of matter that occurs between solid and liquid. LCs
are anisotropic fluids that flow like a liquid but
maintain some of the ordered structure of crystals
[4]. They have become an integral part of our com-
mercial electronics world, and liquid crystal displays
(LCDs) are a key part of most mobile, battery-
powered electronic devices. A small electric field
can change the orientation of molecules in a layer of
LCs which affects their optical properties, this pro-
cess is termed as electro-optical effect, and it forms
the basis for LCDs. LC materials that align either
parallel or perpendicular to an applied field can be
selected to suit particular applications. The small
electric voltages required to orient LC molecules
have been a major factor in the commercial success
of LCDs [5].

LCs come in a range of phases, with some exhibiting
more characteristics of a liquid and others exhibiting
more characteristics of a solid. There are two types
of LCs: thermotropic, which changes phases with
temperature, and lyotropic, which changes phases
with the concentration of the LC’s primary con-
stituent, mesogen, in the solution. Fig. 1 shows the
main phases of thermotropic LCs. The molecules in
the nematic phase, which resembles a liquid more
than anything else, can align unevenly and be af-
fected by external electric fields or external magnetic
fields, just like in a liquid, and these may behave as
polarizers for light similar to those in a solid crys-
tal. There is no positional ordering in its molecules;
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only orientational ordering is present. Nematic liq-
uid crystals are particularly common in devices, like
optical displays and sensors because of these char-
acteristics, making them very practical materials.
On the mesoscopic level, directors may be used to
represent the local orientation of LC molecules, and
this idea is used in many LC studies when exam-
ining LCs. The smectic phase is characterized by
some positional and orientational ordering and is
more analogous to a solid than a liquid. Each di-
rector points in the same direction about a set of
parallel planes, which further explains the positional
ordering of smectic LCs. Here, the smectic phases
differentiate in the smectic A phase, the smectic di-
rectors point perpendicular to the plane, while in the
smectic C phase, they point in a different direction.

Fig. 1: Various phases of thermotropic liquid
crystals and how they change from solid crystals to
isotropic liquids as the temperature rises.

When heated excessively, the LCs will become con-
ventional liquids, because they lose all of their molec-
ular ordering, and called the isotropic phase charac-
terized by isotropic motion [6]. However, some LCs
also show phases with anisotropic ordering.

There is still much to learn about the physics of
LC systems, similar to most other forms of soft mat-
ter. Other physical phenomena that are extended to
LCs provided the basis for the development of the
primary theoretical models used to describe LCs.
In theoretical LC research, the Onsager model is
a useful theoretical model that was first used to
describe equilibrium LC systems through dipole-
dipole interactions [7]. Another statistical model for
LC systems is the XY model, which was created to
help understand more complex systems and phase
transitions [8]. But as LC technologies advance,
more specialized LCs with certain structural and
physical properties are to be desired like the method
for figuring out the parameter for nematic order.
It takes a lot of time to try, optimize and analyze
the properties of LCs for these novel technologies
using many conventional experimental techniques,
and as the time passes on the amount of work spent
using these methods to identify LCs with particular
optimized properties will only rise. Consequently,
machine learning be introduced as a substitute for
these time-consuming experimental techniques [9].

2 Overview of Machine Learn-
ing (ML)

Machine learning is a branch of Artificial Intelli-
gence (AI) that uses deep learning and neural net-
works to let a system learn and grow on its own
without explicit programming by supplying it with
vast volumes of data. As additional “experiences”
are gained, ML enables computer systems to contin-
ually adapt and improve. Larger and more diverse
information to handle can thereby enhance the per-
formance of these systems. Almost every business
activity and sector use ML. Manufacturing auto-
mates factories, the retail sector manages inventories
and personalizes shopping experiences, the logistics
sector optimizes shipping and delivery routes, and
ML helps safeguard companies worldwide. ML is
used to comprehend the request and assist in de-
termining the outcome when a user speaks to their
speaker or smartphone. ML has a wide range of
applications which are continuously expanding. The
process of ML is shown in Fig. 2.

Over the past three decades, ML has advanced
quickly and has been applied in numerous scientific
fields to assist in the categorization, identification,
and analysis of numerous phenomena, particularly
in imaging. Since LCs are birefringent and most of
their physical characteristics can be determined with
the help of an optical microscope, they have been
very popular to study with imaging techniques and
subjects for imaging research. Furthermore, the in-
troduction of databases like LCs, an online collection
of enormous amounts of LC properties, has facili-
tated ML with LCs by increasing the availability
of large datasets [10]. Some important applications
of ML in LCs have been highlighted in subsequent
sections:

Fig. 2: Machine Learning Process: From Data Col-
lection to Model Deployment

3 Classifying Between LCs and
Non-LCs

First, a feedforward neural network optimized with
99% accuracy for the training dataset and 83.33%
accuracy for the testing dataset, a genetic algorithm
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was able to distinguish between LCs and non-LCs
using similarly structured organic compounds based
on the rigid core and flexible core lengths, molec-
ular diameter, and total weight. To determine if
a chemical is an LC or not, machine learning is
used to detect connections, mainly by figuring out
whether the compounds would demonstrate LC be-
havior. An algorithm that uses ML was able to dif-
ferentiate between LCs and non-LCs using a range
of molecular descriptors-numbers that could be de-
rived from a mathematical operation from the raw
LC structure and the LCs database, with training
set accuracy just under 100% and testing set accu-
racy in the high 80s%. Various ML framework types
were tested, including the Support Vector Machine
(SVM)1, k-nearest neighbors (KNN)2, Random For-
est, Adaboost3, and three Decision Trees with dif-
ferent depths. The Random Forest and SVM mod-
els performed better than the others. To determine
which set would perform better on the dataset, de-
scriptor sets from the Detector of Recoils and Gam-
mas of Nuclear (DRAGON) and RDKit tools were
employed, along with additional molecular finger-
printing inputs [11].

4 Studying Phases of LC and
Phase Transitions

Predicting LC phases and phase transitions is a more
focused use of ML about LC structure. Another such
use has been to differentiate between nematic and
smectic-like structures in liquid-crystalline polymers
using a model of random forests with order parame-
ters as input features. Sequential Forward Selection,
which selects several input characteristics from a col-
lection of the input characteristics that would offer
the model the highest accuracy, was used to deter-
mine the most practicable order parameters for the
examination of prediction across phases [12]. This
offers a superior option to manually choose the or-
der parameter or parameters that are most appro-
priate for categorizing LC system. A ML network
made it easier to analyze multistep phase transi-
tions in anisotropic liquid crystal systems by using
the machine learning framework developed by Doi
et al. [13]. It determine the order parameters re-
quired for a complete investigation of the system.
By using different combinations of a set of 13 in-
put features that describe the molecular composition
and environmental conditions of various liquid crys-
talline molecules, including temperature, ML models
are able to predict the presence of a mesophase for
a given material under certain circumstances. The

design and investigation of these ferroelectric nemat-
ics for potential application for LC systems with ex-
tremely high dielectric constants was substantially
aided by another study that employed a different
dimensionality reduction algorithm with a random
forest regression to help correlate structural param-
eters with the occurrence of a ferroelectric nematic
phase [14]. A k-means clustering technique was able
to identify the phase of the liquid crystal 12BBAA
(4-bromobenzylidene-4’-dodecyloxyaniline) depend-
ing on temperature using its infrared spectral data.
However, with using a window clustering algorithm,
which separates the spectral data into wavenumber
ranges (the “windows”) and applies k-means clus-
tering analysis to each window to identify the phase
in each spectral subset, this research was capable
of further investigating the melting of the alkyloxy
chains within the compound and extract even more
helpful data from the complex infrared spectra.

5 Predicting Structural Dy-
namics of LCs

Predicting certain structures and dynamics that will
emerge in particular circumstances is another use
of ML. Considering the quantity of LC systems to
which the model may be applied, a study that used
genetic algorithms to calculate LC director configu-
rations found which configuration had the least free
energy for a range of LC systems, including hybrid
cells, 90-degree twist cells, and twisted nematic cells.
This method was less time-consuming than the pre-
vious manual methods. In a study that used ma-
chine learning, similar to Sequential Forward Selec-
tion, the pitch and radius of helicoidal trajectories of
chiral twist-bend nematic phase LCs were correlated
with the pitch and conical angle of the twist-bend ne-
matic phase. This was done using a dimensionality-
reducing algorithm and a diffusion map to determine
which input features produced the highest accuracy
for the model [15].

6 Machine Learning Dynamics
of LC Response to External
Stimuli

Additionally, machine learning has been utilized to
identify certain external stimulants by analyzing the
optical response of a liquid crystal to mechanical
or chemical stimuli. This directly improves the po-
tential of LCs as mechanical and chemical sensors.

1SVM is a supervised machine learning algorithm that is used for both classification and regression tasks. The primary goal of SVM
is to find the optimal hyperplane that separates data points of different classes in an N-dimensional space

2KNN is a supervised machine learning method employed to tackle classification and regression problems
3Adaboost is a framework that uses the accurate portions of generally poorly trained classifiers to theoretically form the ideal
classifier through some weight adjustment
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Research classified the environment of an LC using
an SVM algorithm with 99% accuracy, which is sig-
nificantly higher than the 60% sensor accuracy at-
tained by conventional methods. To do this feature
from the optical image of the LC under the micro-
scope was extracted using Alexnet, and the char-
acteristics were then used as the feature input for
the SVM classifier. Building on this work, different
research replaced Alexnet with an SVM to forecast
utilizing characteristics taken from the more recent
pre-trained VGG16 network for image analysis. To
achieve the same degree of accuracy as the SVM de-
veloped by Cao et al. [16], the classifier needed fewer
features, which increased the computing efficiency of
this incredibly accurate technique.

7 Future of ML in LC Research

Without any doubt, there is still a tremendous op-
portunity for new machine learning techniques to
be employed in LC research and novel applications
of ML to LC research. For example, reinforcement
learning, a subset of machine learning in which an
agent learns by maximizing its reward given the cur-
rent condition of the environment. It is utilized in
the field of soft matter, such as for the manufacturing
of circular-shaped colloidal crystals, demonstrating
that reinforcement learning techniques may be ben-
eficial for liquid crystal study as well. Furthermore,
reinforcement learning has demonstrated potential
in the realm of active nematics using interactions to
create desired dynamics in the systems [17]. A Gen-
erative Adversarial Network (GAN), which is made
up of two networks - a discriminator and a generator
- is another kind of algorithm that may be employed
in LC Research in the future. The generator is
trained to trick the discriminator, while the discrim-
inator is trained to distinguish between actual and
AI-generated data. It has already shown promise to
use in modeling both passive as well as active liquid
crystal structures by simulating particle showers in
electromagnetic calorimeters in high-energy physics
and creating 3D electrode microstructures [18]. The
scientific community’s growing interest in GAN and
reinforcement learning algorithms opens up a new
application of ML in LC research, creating LCs with
specific goals in mind. Although Li et al. [14] em-
ployed an ML framework to assist in identifying the
conditions that would cause a ferroelectric nematic
phase to develop but the design of LC was not done
using ML. However, it is an appropriate next phase
for ML to be broadly used directly in designing LCs
and LC mechanisms with desirable characteristics.
The growing popularity of GANs and reinforcement
learning in the scientific community, including works
that utilize ML and GANs to model and produce ac-
ceptable properties within a system of materials.
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Abstract

Tensors are essential mathematical tools used across disciplines like physics, engineering, and
machine learning to represent multi-dimensional data and complex relationships. This brief
article explores key software for tensor computations, including Mathematica for symbolic
and numerical manipulations, TensorFlow and PyTorch for deep learning, and NumPy and
SymPy for efficient numerical and symbolic operations. Each tool’s features, applications, and
practical examples are discussed, emphasizing their transformative role in modern computation.
By leveraging these tools, researchers can tackle complex tensor algebra, data analysis, and
optimization challenges effectively, making these skills vital in today’s computational landscape.

“A language that doesn’t affect the way you think about programming, is not worth knowing.”
— Mokokoma Mokhonoana

1 Introduction

Tensors are fundamental mathematical objects that
play a critical role in fields ranging from theoreti-
cal physics to machine learning and engineering. As
generalizations of scalars, vectors, and matrices, ten-
sors enable the representation of multi-dimensional
data and complex relationships between different
quantities making them indispensable in fields like
machine learning, and computer vision. In the mod-
ern computational landscape, performing tensor op-
erations is central to tasks such as modeling physical
systems, optimizing algorithms, and processing data.
The advent of powerful software libraries has made
working with tensors more accessible and efficient,
whether for symbolic computation, machine learn-
ing, or numerical analysis.

Tensors come in different types, such as contravari-
ant, covariant, and mixed tensors, and can be repre-
sented in a variety of coordinate systems. The abil-
ity to perform tensor operations, such as addition,
multiplication, contraction, and transformation, is
crucial in many scientific computations. The com-
plexity of tensor operations makes them challenging
to handle manually, especially when dealing with
large datasets or high-dimensional problems.

With the rise of computational mathematics and
data science, many specialized software libraries
have emerged to simplify tensor manipulation.
These tools not only enable more efficient compu-
tation but also make complex tensor calculus and
algebraic operations more accessible. This brief ar-
ticle explores a few popular software tools for tensor
operations, providing insight into their capabilities,
uses, and practical applications.

2 Popular Software for Tensor
Operations

In recent years, several software tools and libraries
have gained prominence for their ability to per-
form tensor computations efficiently. These include
general-purpose mathematical libraries, specialized
deep learning frameworks, and symbolic computa-
tion tools. Below, we explore some of the most
widely used software for tensor operations.

2.1 Mathematica: Symbolic and Nu-
merical Tensor Manipulation

Mathematica is a computational software system
that excels in both symbolic and numerical tensor
manipulations. It is widely used in academic re-
search, especially for solving complex problems in
physics, engineering, and mathematics.

Key Features:

• Symbolic and Numeric Tensors: Mathemat-
ica provides tools for both symbolic tensor manip-
ulation (e.g., in general relativity) and numeric
tensor operations (e.g., in machine learning).

• Tensor Operations: It supports a variety of ten-
sor operations, including contraction, scalar prod-
ucts, covariant differentiation, and tensor decom-
position.

• Visualization: Mathematica includes powerful
visualization tools to graphically represent multi-
dimensional tensor data and geometric objects.

• Symbolic Computation: Mathematica is ideal
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for tasks like deriving tensor equations, perform-
ing symbolic differentiation, and computing tensor
fields in curved spaces.

1. Simple Example:

(* Define a symbolic tensor of the second

rank in three dimensions in array form. *)

T = Array[a, {3, 3}];

(* Express it in matrix form. *)

MatrixForm[T]

(*Find the trace of the tensor.*)

Tr[T]

This will give the result;

(*Output for Tr[T]*)

a[1, 1] + a[2, 2] + a[3, 3]

(* Output for MatrixForm[T] *)

MatrixForm

[{{a[1, 1], a[1, 2], a[1, 3]},

{a[2, 1], a[2, 2], a[2, 3]},

{a[3, 1], a[3, 2], a[3, 3]}}]

(* Output for Tr[T] *)

a[1, 1] + a[2, 2] + a[3, 3]

2. Example in Physics: Calculating a Ricci
Tensor

(* Define a metric tensor *)

g = {{1, 0}, {0, -1}};

(* Compute the Christoffel symbols *)

christoffel = ChristoffelSymbols[g];

(* Calculate the Ricci tensor *)

ricci = RicciTensor[christoffel];

(* Output the result *)

(* For the given metric g=diag(1,-1), which

is constant (no dependence on coordinates),

all Christoffel symbols are zero because the

metric tensor does not vary with position.*)

{{{0, 0}, {0, 0}},

{{0, 0}, {0, 0}}}

Since the metric is constant and does not

depend on coordinates, the Ricci tensor

will be zero for this flat space.

{{0, 0},

{0, 0}}

This example showcases how Mathematica

can handle symbolic tensor computations

relevant to general relativity.

2.2 TensorFlow: Deep Learning and
Beyond

TensorFlow is a widely used open-source machine
learning library developed by Google. While its pri-
mary focus is on training and deploying deep learn-
ing models, its core structure is based on tensor
computations, making it a powerful tool for general
tensor manipulation.

Key Features:

• Tensor Representation: Tensors in TensorFlow
are the fundamental data structure. They can
represent arrays of arbitrary rank and are used
throughout the library for computations.

• Operations: TensorFlow supports a wide range
of tensor operations, including addition, multipli-
cation, reshaping, element-wise operations, and
tensor contractions. It also supports broadcast-
ing and higher-order tensor operations.

• GPU Acceleration: TensorFlow’s native sup-
port for GPU acceleration enables the efficient
computation of large-scale tensor operations, mak-
ing it ideal for deep learning and other resource-
intensive tasks.

• Automatic Differentiation: TensorFlow in-
cludes an automatic differentiation engine, which
is essential for optimization and training machine
learning models using gradient-based methods.

Example:

import tensorflow as tf

# Create tensors

A = tf.constant([[1, 2], [3, 4]])

B = tf.constant([[5, 6], [7, 8]])

# Perform tensor operation

C = tf.add(A, B)

# Output result
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print(C)

2.3 PyTorch: A Flexible Framework
for Tensors

PyTorch, developed by Facebook, is another open-
source machine learning library that has become
popular due to its dynamic computation graph and
ease of use. PyTorch is particularly valued for its
flexibility, making it an excellent choice for both
academic research and production environments.

Key Features:

• Tensor Representation: In PyTorch, tensors
are multi-dimensional arrays similar to NumPy ar-
rays but with additional capabilities like support
for GPU acceleration and automatic differentia-
tion.

• Operations: PyTorch provides a vast array of
tensor operations such as matrix multiplication,
element-wise operations, tensor slicing, and re-
shaping. It also supports broadcasting, which al-
lows for operations on tensors of different shapes.

• Autograd: PyTorch includes a powerful au-
tomatic differentiation library called Autograd,
which simplifies the process of computing gradi-
ents for optimization problems.

• GPU Support: PyTorch seamlessly integrates
with CUDA to enable GPU-based tensor compu-
tation, making it highly efficient for large-scale
computations.

Example:

import torch

# Create tensors

A = torch.tensor([[1.0, 2.0], [3.0, 4.0]])

B = torch.tensor([[5.0, 6.0], [7.0, 8.0]])

# Perform tensor operation

C = torch.matmul(A, B)

# Output result

print(C)

2.4 NumPy: A Foundation for Nu-
merical Computations

NumPy is one of the most widely used libraries
for numerical computations in Python. It provides
support for multi-dimensional arrays (which can be
viewed as tensors) and offers a range of mathemati-
cal functions to operate on them.

Key Features:

• Array Representation: NumPy arrays are es-
sentially multi-dimensional tensors. These ar-
rays can represent scalars, vectors, matrices, and
higher-dimensional arrays.

• Operations: NumPy supports tensor operations
such as element-wise addition, matrix multiplica-
tion, tensor reshaping, slicing, and transposition.

• Efficiency: NumPy is highly optimized for per-
formance and is often used for smaller-scale tensor
manipulations in scientific computing.

• Integration: Many other scientific Python li-
braries, such as SciPy, Matplotlib, and Pandas,
build on top of NumPy for more advanced func-
tionalities.

Example:

import numpy as np

# Create tensors

A = np.array([[1, 2], [3, 4]])

B = np.array([[5, 6], [7, 8]])

# Perform tensor operation

C = np.matmul(A, B)

# Output result

print(C)

2.5 SymPy: Symbolic Computation
for Tensor Algebra

SymPy is a Python library for symbolic mathemat-
ics, offering powerful tools for symbolic tensor alge-
bra. Unlike TensorFlow or PyTorch, which focus on
numerical tensor computations, SymPy is designed
for symbolic manipulation, making it an ideal tool
for tasks like deriving tensor equations, computing
Ricci tensors, and performing tensor transforma-
tions in physics.

Key Features:

• Symbolic Tensor Representation: SymPy al-
lows for the symbolic manipulation of tensors, in-
cluding operations like contraction, covariant and
contravariant transformations, and calculating the
Christoffel symbols.

• Tensor Operations: It supports basic tensor op-
erations such as addition, multiplication, and con-
traction, as well as more advanced operations like
covariant differentiation.

• Mathematical Derivations: SymPy is often
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used in theoretical research, particularly in fields
like general relativity, where symbolic tensor op-
erations are required.

• LaTeX Integration: SymPy can output ten-
sor expressions in LaTeX format for publication-
quality documents.

Example:

from sympy import symbols

from sympy.tensor.tensor import TensorHead, Idx

# Define symbolic tensors

T = TensorHead(’T’, 2)

i, j = symbols(’i j’)

# Create a symbolic tensor expression

expr = T(i, j) + T(j, i)

# Output result

print(expr)

3 End Note: The Power of
Tensor Software

The rise of powerful software libraries for tensor
computation has revolutionized many fields by sim-
plifying complex operations. Mathematica, with

its combination of symbolic and numeric capabilities,
remains a go-to tool for advanced mathematical re-
search. Tools like TensorFlow and PyTorch have
made tensor operations integral to machine learn-
ing and artificial intelligence, while libraries such
as NumPy and SymPy provide versatile tools for
scientific and symbolic computations.

By leveraging these computational tools, researchers
and engineers can tackle the challenges of multi-
dimensional data manipulation, complex tensor al-
gebra, and optimization problems more effectively
and efficiently. Whether you are working with large
datasets, conducting theoretical research, or devel-
oping machine learning models, understanding and
utilizing these software tools for tensor operations is
a key skill in the modern computational landscape.
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Abstract

This article is dedicated to bringing the legacy of Prof. Israr Ahmad to the present generation.
Despite the challenges he faced, he made remarkable contributions to the field of physics in
general and nuclear physics in particular. His life and work show us how dedication, passion,
and perseverance can create lasting changes, even when circumstances are tough. Prof. Israr
Ahmad was a distinguished theoretical nuclear physicist whose impact on the field of quantum
scattering theory and nuclear reaction dynamics continues to resonate. He served at the physics
department, Aligarh Muslim University (AMU) for decades, becoming one of the key figures
in advancing nuclear physics research in India.

Prof. Israr Ahmad
(December 19, 1940 – April 02, 2010)

Professor Israr Ahmad was born in Mahuwara
Kalan, Azamgarh, Uttar Pradesh. Prof. Ahmad’s
brilliance was evident quite early. After completing
his initial education, he attended Pushp Nagar In-
ter College in Azamgarh district of Uttar Pradesh,
for high school. In 1959, he earned his graduation
(B.Sc.) from Shibli National College, Azamgarh,
U.P., securing first position. He was awarded the
Gold Medal by Gorakhpur University in 1959 for
securing the top position in the B.Sc. examination.
He then moved to Aligarh, where he obtained an
M.Sc. in Physics in 1961, earning the F.D. Murad
Medal for topping the M.Sc. examination. Soon
after, he was appointed as a Lecturer in Physics
in the same year, and began his Ph.D. work under
Prof. Mohd. Zillur Rahman Khan. Prof. Ahmad
joined AMU as a Lecturer in Physics in 1961, even
before completing his Ph.D. He submitted his doc-
toral thesis in 1969 as a teacher candidate. Prof.
Ahmad was promoted to Reader on May 20, 1971.
Over the years, he rose through the academic ranks,
becoming a Professor in 1984 and serving as Chair-

man of the Department of Physics from 1988 to 1991.

Throughout his career, Prof. Ahmad’s research
focused on theoretical nuclear physics, particularly
nuclear reactions using the Optical and Glauber
Models. Prof. Ahmad’s pioneering work on the
Coulomb-modified Glauber model provided a ro-
bust framework for analysing reaction cross-sections
and angular distributions in nuclear collisions. His
research on hadron-nucleus and nucleus-nucleus elas-
tic and inelastic scattering at intermediate energies
offered valuable insights into the behaviour of nu-
clear matter distribution and the importance of
considering the Coulomb interaction in nuclear re-
actions. His original work on the dispersion rela-
tion for the optical-model potential, which revealed
surface-peaking in the low-energy imaginary poten-
tial, earned him global recognition. He was also
the first to introduce the concept of α-clustering
in light nuclei, which became a key element in the
study of elastic and inelastic proton-nucleus and
nucleus-nucleus collisions at intermediate energies.
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He authored numerous papers in prestigious inter-
national journals.

Prof. Ahmad’s revolutionary idea on clustering was
first developed during his visit (1971) to the In-
ternational Centre for Theoretical Physics (ICTP),
Trieste, Italy, where he collaborated with luminar-
ies such as Nobel Laureate Prof. Abdus Salam,
Prof. Georges Ripka (Saclay, France), Prof. L.
Fonda (ICTP), Prof. L. Bertocchi (ICTP), and Prof.
G. J. Igo (UCLA, USA). His exceptional grasp of
physics earned him global recognition, leading to
invitations to collaborate at prestigious institutions
like ICTP, Saclay, and UCLA. These visits proved
highly productive, contributing to the publication
of groundbreaking research in leading scientific jour-
nals. During the Saclay visit (1974), Prof. Ahmad
studied the elastic and inelastic scattering of 1.0
GeV protons on a large number of target nuclei
(Z=6 to Z=82) within the framework of Glauber
theory, in which he has involved for the first time
the collective excitations to one-phonon levels using
the Tassie model under the adiabatic approxima-
tion, and the effects of both the couplimg between
the elastic and inelastic channels and the two-body
correlation in the intrinsic state are considered. The
results of such a study attracted global attention and
its importance can be assessed from a large number
of its citations in the field of nuclear reactions at
intermediate energies. Prof. Ahmad’s another visit
to Saclay in 1979 has added a new dimension in
the field of nuclear reactions in the form of propos-
ing a different approach, known as effective profile
function approach, for the correlation expansion of
the hadron-nucleus amplitude in Glauber theory;
effects of both the c.m. and Pauli pair correlations
on the elastic scattering differential cross sections
are studied, and it has been shown that these corre-
lations are important enough to be included in any
detailed analysis of the elastic scattering data. The
effective profile function approach has been further
extended and widely used by his group and other col-
laborators to include the analysis of nucleus-nucleus
scattering data on elastic angular distribution, and
reaction and charge-changing cross sections; the
results on nucleus-nucleus collisions have provided
valuable information about the proton and neutron
radii and their distributions. His academic relations
with eminent scientists, Prof. Abdus Salam, Prof.
Georges Ripka, Prof. G. J. Igo, also brought them
to Aligarh, fostering an environment of intellectual
exchange. Apart from collaborating with colleagues
in his department, he also worked with leading sci-
entists across India. This included prominent figures
such as Prof. P. C. Sood, Prof. Y. R. Waghmare,
Prof. Bikash Sinha, Prof. S. K. Khadkikar, Prof. B.
M. Udgaonkar, Prof. Y. K. Gambhir, Prof. B. K.
Jain, Prof. N. K. Ganguli, Prof. D. K. Srivastava

etc. Through his strong connections with scientists
at the Bhabha Atomic Research Centre (BARC)
and top Indian universities, he helped organize the
annual Department of Atomic Energy (DAE) Sym-
posium on Nuclear Physics during December 26-31,
1989 at the AMU, Aligarh. The symposium was an
important event that advanced research and encour-
aged collaboration. I still remember that renowned
scientists like Dr. B. K. Jain, who was the convener,
and Dr. S. S. Kapoor, who was the chairman of
the conference, along with Dr. V. M. Datar, also
participated in the symposium, making it even more
special.

Prof. Ahmad’s dedication to teaching and mentoring
shaped the careers of a large number of physicists.
He supervised several M.Phil. and Ph.D. students,
nurturing a new generation of scholars. On a per-
sonal note, In 1971, I joined his lab as a Ph.D.
student and had the privilege of working alongside
Dr. Farhan Mujib, Prof. Wasi Haider, and Dr. A.
N. Saharia, who greatly influenced my research ca-
reer. My classmate, Dr. Nikhat Bano, also joined
the group that year. Later, scholars like Dr. M. A.
Alvi, Mr. Sultan Ahmad, Dr. M. A. Suhail, and
Prof. A. A. Usmani, now the Chairman of the De-
partment of Physics, AMU, joined his research team.
I still remember discussions of Prof. Israr Ahmad,
about AMU’s global scientific reputation. While
some doubted its prominence, Prof. Ahmad’s pio-
neering contributions in theoretical nuclear physics
had already placed AMU on the global map.

Prof. Ahmad was deeply committed to modern-
izing education, not only through teaching and re-
search but also by making significant contributions
to educational reform. Prof. Ahmad was also keen
on spreading the message of the Islamic reformer
Sir Syed Ahmad Khan. A strong supporter of the
Aligarh Movement, he revived Sir Syed’s mission
to promote modern education, especially science,
among oriental students and seminaries. One of his
key initiatives was the establishment of the Centre
for Promotion of Science (CPS) at AMU in 1985.
The goal of CPS was to bridge the gap between
traditional and modern scientific education, particu-
larly for madrasa students. With support from Prof.
Abdus Salam, the CPS became a vibrant hub for ed-
ucational advancement, fostering a new generation
of students in the sciences. Under his leadership, the
centre played a crucial role in integrating madrasas
with modern education, significantly contributing to
societal progress. Prof. Abdus Salam’s visit to the
CPS in 1989 further underscored the importance of
this initiative.

The center played an important part in connecting
religious seminaries with modern educational insti-
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tutions, organizing refresher courses, seminars, and
lectures for madrasa students and teachers. Prof.
Ahmad organized a series of conferences on ‘Reli-
gious Seminaries and Science Education’ and con-
ducted introductory science courses for the teachers
of Muslim religious seminaries. He established an
independent office for CPS next to the Department
of Physics and the Faculty of Science Dean’s office
and served as its director until 1991.

In addition to his educational initiatives, Prof. Ah-
mad was dedicated to promoting intellectual and
scientific discourse. He served as the Editor of Tahz-
ibul Akhlaq from 1986 to 1990, where he revitalized
the magazine’s legacy and furthered the vision of
Sir Syed Ahmad Khan, particularly in advancing
modern education among students from religious
seminaries. Prof. Ahmad’s commitment to global
scientific collaboration was reflected in his member-
ships with several prestigious organizations. He was

an associate member of the International Centre for
Theoretical Physics (ICTP) from 1982 to 1993. He
was also a member of the New York Academy of
Sciences, the Indian Physics Association (IPA), and
the Indian Association of Physics Teachers (IAPT).

Prof. Israr Ahmad’s life and work serve as a pro-
found testament to the power of knowledge, curios-
ity, and education. His remarkable achievements as
a physicist, educator, and mentor continue to in-
spire and influence countless individuals. Beyond
his scientific contributions, his creative works and
thought-provoking articles in Urdu, Hindi, and En-
glish reflected his versatility and intellectual depth.
Prof. Ahmad’s legacy as a visionary will undoubt-
edly guide future generations, leaving an enduring
impact on both the scientific community and soci-
ety at large. His guidance shaped many careers,
including my own, and his influence will continue to
resonate for years to come.
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Abstract

The Physics Department at Aligarh Muslim University (AMU), Aligarh, has a legacy that spans
over a century, distinguished by groundbreaking contributions to various fields, especially nu-
clear physics. The department, founded in 1908, emerged as a beacon of excellence in teaching
and research. The journey that began under Prof. H. B. Duncliff’s leadership in the early 20th

century, with Dr. Wali Mohammad as the first head, has continued through the years. Several
influential figures, contributed immensely to both experimental and theoretical nuclear physics.
This article explores the remarkable history of the Physics Department at AMU, the pioneering
contributions of its faculty, and its legacy in the field of nuclear physics, which continues to
resonate today. Some of the references consulted for this write-up are provided at the end.
Additionally, I have sought insights from several senior professors, both from this department
and other universities, to enrich the historical narrative of the Physics Department at AMU.
Special acknowledgment goes to Prof. H. S. Hans’s son, now an accomplished industrialist,
whose valuable input added depth to the discussion on Prof. Hans’s contributions.

1 Establishment of the Physics
Department

AMU’s Physics Department traces its roots to 1908
when it was first established as a combined De-
partment of Physics and Chemistry. Dr. Wali Mo-
hammad, a former student of the legendary Sir J.
J. Thomson, joined as an Assistant Professor. His
contribution, along with Prof. Duncliff, laid the
groundwork for an excellent academic and research
environment. By 1912, the Physics Department be-
came an independent entity. In the year 1926, AMU
awarded its first Ph.D. in Physics, that marked the
start of a tradition of pioneering research along with
teaching.

Throughout the early 20th century, the depart-
ment attracted distinguished scientists, including
Profs. Rudolf Samuel, Rafi Mohammad Choudhary,
P. S. Gill, R. K. Asundi, and P. Venkateshwarlu,
among others. These scientists laid the foundation
for the department’s strength in both teaching and
research. By the 1930s, the department had estab-
lished a spectroscopy lab, and by the 1960s, the first
steps towards nuclear physics research were taken
with the creation of a Cockcroft-Walton neutron
generator.

2 The Pioneering Efforts of
Prof. Piara Singh Gill

One of the most significant turning points in AMU’s
nuclear physics research came in 1949 with the ap-

pointment of Prof. Piara Singh Gill as the Head of
the Physics Department. Prof. Gill, was a distin-
guished physicist trained under Nobel laureate Prof.
Arthur Holly Compton. He was instrumental in es-
tablishing the foundation for nuclear and cosmic ray
research at AMU Aligarh. His close association with
AMU’s Vice-Chancellor Dr. Zakir Hussain and the
government of India’s scientific advisory board led to
the inclusion of nuclear physics in the department’s
academic pursuits. The leadership of Prof. Gill saw
the initiation of various experimental nuclear physics
projects. These projects included the study of neu-
tron reactions and the exploration of cosmic rays.
His vision and leadership in the early stages of nu-
clear research at AMU were instrumental in setting
up a legacy that would be built upon by future gen-
erations.

3 Prof. H. S. Hans and
Accelerator-Based Nuclear
Physics Research

Prof. Harnam Singh Hans, often referred to as the
”Father of Accelerator-Based Nuclear Physics in In-
dian Universities,” played an instrumental role in
transforming AMU into a center for experimental
nuclear physics. Born in 1922, Prof. Hans com-
pleted his graduate studies at Banaras Hindu Uni-
versity (BHU) and joined AMU as a Ph.D. student
under Prof. Gill in 1950.
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Prof. Harnam Singh Hans

His doctoral work focused on the experimental study
of neutron scattering using a 1 MV accelerator. This
laid the groundwork for AMU’s future in accelerator-
based research. During his doctoral research, he
conducted experiments on the elastic and inelas-
tic scattering of 3.7 MeV neutrons at Swarthmore,
Pennsylvania, United States, using a 1 MV accel-
erator. In 1958, he was appointed as a Reader at
the Physics Department, AMU Aligarh a position
he held until 1962. During 1962-1963 he served as
an Assistant Professor at Texas A&M University,
USA. Prof. Hans was known for his deep passion for
accelerator-based nuclear physics research.

In 1958, coming back to AMU Aligarh he began
planning to construct of a Cockcroft-Walton accel-
erator—a type of particle accelerator used to pro-
duce neutrons. With the assistance of Dr. D. C.
Sarkar and Dr. C. S. Khurana, Prof. Hans led
the team that successfully built and installed the
first Cockcroft-Walton neutron generator at AMU
in 1958. This accelerator was first of its kind in an
Indian university.

The construction of the Cockcroft-Walton generator
was a great achievement for the Physics Depart-
ment, AMU Aligarh. It facilitated studies in nuclear
reactions and nuclear spectroscopy, marking the de-
partment as a center of experimental nuclear science.
The accelerator enabled research on neutron induced
reactions, including those producing fast neutrons
with energies up to 14 MeV. This was important
in the study of nuclear reaction mechanisms and
applications in nuclear energy development.

4 Building the Legacy and the
Role of Prof. Hans in Ad-
vancing Nuclear Research

The tenure of Prof. Hans at AMU transformed
the department into a hub for experimental nuclear
physics. His team’s efforts included the develop-
ment of equipment such as gas flow proportional
counters, Geiger Muller counters etc. These all were
constructed in the glass-blowing lab of the physics
department. The construction of experimental ap-
paratus, in-house, reflected the commitment of prof.
Hans, to advancing the field of experimental nuclear
physics with limited resources.

One of the enduring contributions of Prof. Hans
was his mentorship. His philosophy of ”sleeping with
the problem,” meaning a relentless pursuit of solu-
tions through deep thinking, influenced countless
students and researchers. His guidance in nuclear
research made a profound impact on AMU. This led
to a large number of publications, in reputed jour-
nals, on neutron-based reactions and several Ph.D.
theses between 1958 and 1986. Prof. R. Prasad,
former Physics Department Chairman now in Aus-
tralia, praise Prof. Hans for his spirit and dedication
to research. He highlighted Prof. Hans’s fearless ap-
proach to exploring new and unknown fields. He
noted that, although his own work focused on mea-
suring meson half-life, he initiated the setting up of
a Cockcroft-Walton type accelerator at the Physics
Department, Aligarh. Prof. Hans also initiated
experimental studies of neutron reactions and mea-
sured the energy spectrum of protons emitted in
(n,p) reactions. For these studies the proportional
counters were built in the department glass blowing
lab.

Prof. Prasad further shared a personal insight into
Prof. Hans’s problem-solving approach: ”I person-
ally experienced that this is a very correct approach.
I remember that the electronic circuits I developed
for the measurement of short half-life radioactive
nuclei were an outcome of this approach of ’sleeping
with the problem’.” This method, inspired by Prof.
Hans, emphasized persistence and deep contempla-
tion, contributing significantly to Prof. Prasad’s
own work in nuclear physics. Prof. R. Prasad also
appreciated the advocacy of Prof Hans, for pub-
lishing research papers in Indian journals. This
underscored his commitment to strengthening In-
dian scientific community. Prof. Hans supervised
the construction of a Cockcroft-Walton neutron gen-
erator, which became the focus of a Ph.D. thesis in
1960, submitted by Dr. C. S. Khurana. They both
jointly published their work in Pramana – Journal
of Physics, contributing valuable research to India’s
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academic literature.

A typical layout of the Cockcroft-Walton Neutron
Generator at the Physics Department, AMU,

Aligarh

Research using the Cockcroft-Walton Neutron Gen-
erator at AMU was dedicated to exploring fast neu-
tron reactions. For these studies, a strong, monoen-
ergetic neutron source was crucial, one that would
be free from unwanted radiation such as slow neu-
trons and gamma rays. The low-energy Cockcroft-
Walton accelerator was ideal for producing neutrons
through reactions like D(d, n)3He and T (d, n)4He,
which yield neutrons of approximately 2.8 MeV and
14 MeV, respectively. The T (d, n)4He reaction,
with a resonance around 100 keV, was particularly
advantageous for generating 14 MeV neutrons in
low-energy accelerators.

In experiments, a deuteron beam from the
Cockcroft-Walton Accelerator was directed at a
thin tritium target to produce fast neutrons via
the T (d, n)4He reaction:

3H +2 D →4 He+1 n+ 17.59MeV

The neutron, being the lighter reaction product,
carried most of the available energy. For deuteron
energies around 130 kV, neutrons of about 14.8
MeV were emitted in the forward zero-degree di-
rection relative to the deuteron beam. Activated
samples were analysed with either a beta counter
or a gamma-ray spectrometer, depending on the
type of emitted radiation. A beta counter with a
2.5mg/cm2 end window was used when residual nu-
clei decayed through beta emission, while a NaI(Tl)
gamma-ray detector with a 0.08 cm aluminum wall
was employed for gamma detection.

After Prof. H. S. Hans left AMU, Prof. Rajesh-
wari Prasad took on the responsibility of continuing
neutron generator experiments. He also not only

continued its operation but also looked after its
maintenance. In 1963, when the Physics Depart-
ment relocated to a new building, Prof. Prasad
managed the challenging task of moving the acceler-
ator. His leadership ensured that the machine was
successfully relocated within a short time. This al-
lowed neutron-based research to continue seamlessly
in the present new building for accelerator lab.

In 1964, the reputation of Prof. Hans, as a lead-
ing nuclear physicist led him to a pivotal meeting
with Prof. S. P. Pandya at the Argonne National
Laboratory. There, he was encouraged to pursue the
acquisition of a variable-energy cyclotron for India.
However, in 1965, Prof. Hans moved to Kurukshetra
University, and later to Panjab University, Chandi-
garh, in 1967, where he continued his pioneering
work in nuclear physics.

5 The Cyclotron at Panjab
University: Historical Signif-
icance and Origin

Presently, the cyclotron housed at the Physics de-
partment, Panjab University, Chandigarh, is much
more than an old particle accelerator. It is a tes-
tament to scientific perseverance, the foresight of
nuclear physicist Prof. Harnam Hans, and the com-
mitment of a dedicated team of engineers and tech-
nicians. As one of the world’s oldest operational
particle accelerators. It has been functioning con-
tinuously for over more than 50 years. This is a
remarkable feat that highlights the importance of
Prof. Hans’s efforts to establish nuclear research in
India, especially in a regional state university.

Let me go back in history. The present cyclotron
at the Panjab University was originally built in the
1930s at the University of Rochester, USA. This
type of particle accelerator was invented by Ernest
O. Lawrence at the University of California, Berkeley
in 1929–1930. The cyclotron is designed to accel-
erate charged particles by applying an alternating
electric field while the particles move along a circu-
lar path in a magnetic field. Cyclotrons are smaller
in scale compared to facilities like Large Hadron
Collider at CERN, Geneva. It is crucial in exper-
imental nuclear physics research. The invention of
cyclotron was so significant that Ernest O. Lawrence
was awarded the Nobel Prize in Physics in 1939.

By the 1960s, particle physics was advancing, and
newer, larger accelerators replaced the older ones,
pushing the original Rochester cyclotron into obso-
lescence. Prof. Hans, a young physicist with a vision
to bring nuclear physics research to India, learned of
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the cyclotron’s availability. He discussed with many
physicists in India and and organized its shipment
to India in 1967. Initially intended for Kurukshetra
University, it was redirected to Panjab University
when Prof. Hans was appointed to its Department
of Physics. His initiative was very much ambitious
and unconventional. It may be mentioned that it
was neither a government project nor any officially
supported US initiative. However, it was rather a
personal and determined pursuit to provide India
with valuable scientific infrastructure.

6 The Challenge of Rebuilding
the Cyclotron in India

Once the cyclotron machine components arrived in
Chandigarh, Prof. Hans and his team faced the diffi-
cult challenge of reassembling and operating a com-
plex machine that had been disassembled. This task
was made even more difficult as most technicians
had never seen a functional cyclotron before it ar-
rived there. Despite these hurdles and the limited
resources available, the team under the leadership
of Prof Hans, succeeded in reconstructing the cy-
clotron. Their achievement underscores the vision
of a teacher like Prof Hans to cultivate a research
culture. It was his commitment to establish a cen-
ter for experimental nuclear physics in northern In-
dia. The cyclotron has worked for decades thanks
to dedicated technicians, researchers, and students.
They maintained it with relentless effort. Their story
shows dedication to science. They overcame logisti-
cal, technical, and financial challenges to preserve
this historic machine.

7 The Role and Contributions
of Prof. Harnam Hans

Prof. Hans’s decision to bring the cyclotron to In-
dia and place it in an academic institution instead of
a government facility was a visionary move. When
nuclear research in India was mostly done in govern-
ment institutions like the DAE, Prof. Hans thought
universities should also lead scientific research. His
vision expanded research opportunities in northern
India. It gave young students a chance to work with
advanced nuclear physics equipment. This helped
bring advance nuclear science research closer to the
universities.

8 The Enduring Legacy of
Prof. Hans

Prof. Hans’s contributions extended beyond mere
coordination. As already mentioned, he was in-

strumental in promoting nuclear research at Panjab
University, turning the cyclotron into a tool for ba-
sic nuclear research, and student training. Even
the students from the Physics Department, AMU
Aligarh regularly visited to the Panjab University,
Chandigarh for carrying out research using the pro-
ton beam from this cyclotron. Under the leadership
of Prof. Hans, the cyclotron enabled the publication
of numerous research papers. In particular many
experiments on Coulomb excitation were performed
to study nuclear structures through electromagnetic
interactions.

Today, the cyclotron is no longer at the frontier
of nuclear research but remains an important asset
for academic and training purposes. Presently, it is
being used for (i) Material Analysis through tech-
niques such as Proton Induced X-ray Emission Spec-
troscopy (PIXE) and Proton Induced Gamma-ray
Emission (PIGE), the cyclotron is used to analyse
materials and identify elements within samples; (ii)
Training of Postgraduate Students with cyclotron
and is a valuable tool for hands-on training, to
students (iii) Educational Outreach where the fa-
cility also offers science demonstrations for young
students. These activities highlight the cyclotron’s
adaptability and continued relevance, reflecting the
broader vision Prof. Hans had for a research culture
accessible to students and researchers.

Prof. Hans’s impact on nuclear physics in India
is immeasurable. His efforts at AMU and Panjab
University set the stage for numerous advancements
in experimental nuclear physics and helped establish
India’s presence in the global scientific community.
His work on the Cockcroft-Walton accelerator and
the cyclotron laid the foundation for future gener-
ations of researchers in the field. As a visionary
scientist and dedicated teacher, Prof. Hans was
instrumental in transforming AMU into a leading
center for nuclear research. His legacy continues to
inspire and shape the future of nuclear physics in
India.

9 Film Documentation and
Recognition of the Cy-
clotron’s Legacy

Science historian Dr. Jahnavi Phalkey, director of
Science Gallery Bengaluru, explored the Chandigarh
cyclotron’s story in her doctoral research. Later she
created a documentary titled “Cyclotron”. The film,
which highlights the history of this machine and the
efforts of the people who kept it operational, serves
as a tribute to Prof. Hans and his team’s enduring
impact on Indian nuclear research. According to
Dr. Phalkey, the story of the cyclotron exempli-
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fies the audacity of a young physicist who wanted
to bring experimental nuclear physics to an Indian
university. The film brings this story to a broader
audience, ensuring that Prof. Hans’s contributions
to Indian science are not forgotten.

Dr. Phalkey’s research into the cyclotron also draws
attention to the challenges faced by Indian universi-
ties in maintaining research facilities and conducting
world-class science. According to her, institutions
across India are often under-resourced, which affects
their ability to foster a thriving research culture.
The cyclotron’s story reveals both the potential of
academic institutions to support groundbreaking re-
search and the constraints that limit their reach.
To elevate Indian research to global standards, it
is crucial to invest in academic research facilities
and foster collaborations between universities and
national research bodies.

The cyclotron at Panjab University is a powerful
symbol of the visionary leadership and dedication of
Prof. Harnam Singh. His work in building research
infrastructure and promoting nuclear physics, first
at Aligarh Muslim University and later at Panjab
University, has inspired generations of students and
researchers. This has left a lasting impact on the
scientific community in India. The continued opera-
tion of the cyclotron, thanks to the dedication of its
caretakers, serves as a reminder of the importance
of passion in science. Profs. Hans and Prof Gill’s
legacy lives on through the students who train on
these machines. Researchers continue to use them
for important research work. The broader commu-
nity benefits from their scientific and educational
value. Their contributions will shape Indian science
for years to come.
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Superannuated Faculty Roll of Honour (1912–2024)
Department of Physics, Aligarh Muslim University, Aligarh, UP, India-202002

The storied halls of the Department of Physics at
Aligarh Muslim University, Aligarh, stand as a testa-
ment to over a century of academic excellence, hav-
ing been established in 1912 after separating from
the combined Department of Physics and Chemistry,
which had been founded in 1908. Over the decades,
this department has been graced by the presence
of over hundred distinguished educators who have
enriched its legacy before embarking on their well-
earned retirement or joining other institutions.

In an earnest effort to preserve a definitive record of
those who have shaped the intellectual contours of
this institution, we have prepared a curated chroni-
cle of our esteemed faculty, marked by their dates of
joining and culmination of service, whether through
departure or superannuation. Fortunately, this task
was significantly aided by prior efforts made during
the centenary celebrations of the Faculty of Science.
The data for this roll was drawn from the com-
pendium titled “100 Years of the Faculty of Science,
Aligarh Muslim University (1920–2020)”, published
in 2020 to commemorate the Faculty’s centenary.
The team that undertook this herculean task com-
prised Prof. Qazi Mazhar Ali, Ex-Dean, Faculty of

Science, as the Chief Editor and Prof. Sajjad Athar,
Ex-Chairman, Department of Physics, as the Joint
Editor.

We extend our heartfelt gratitude to this team for
their meticulous efforts in compiling this invaluable
resource, which ensures the preservation of the De-
partment’s rich history for future generations. We
also thank Prof. B. P. Singh, Ex-Chairman, Depart-
ment of Physics, AMU, for his active interest and
support in the preparation of this article.

We sincerely regret any missing tenure details or in-
advertent omissions in this record, despite our best
efforts to ensure accuracy. To further commemo-
rate this illustrious heritage, this record is being
published in the Physics Bulletin-2025 to ensure it
reaches a wider audience.

Presented below is a comprehensive roll of hon-
our of 103 members, enumerating these luminaries
alongside their dates of affiliation and retirement - a
lasting tribute to their enduring contributions to the
tapestry of knowledge and mentorship woven within
these hallowed walls:

(Note: WC refers to Women’s College, NA-means Not Applicable)

S.
No.

Name Tenure Headship Deanship

1 Prof. Choudhary Wali Mohammad (1908-1922) (1912-1922) NA

2 Prof. F. D. Murad (19xx -19xx) (1922-1930) NA

3 Prof. Rudolf Samuel (1930-1938) (1930-1936) NA

4 Prof. Mohammad Ishaque (19xx -19xx) (1936-1938) NA

5 Prof. Rango Krishna Asundi (1931-1938) NA NA

6 Prof. Rafi Mohammad Chaudhary (1938-1948) (1938-1948) NA

7 Dr. S. Nawazish Ali (19xx -19xx) (1948-1949) NA

8 Prof. Piara Singh Gill (1949-1963) (1949-1963)
(1950-1953)
(1955-1957)

9 Mr. Ehsanul Haq (19xx -19xx) NA NA

10 Mr. S. A. Jalil (19xx -19xx) NA NA

11 Dr. D. N. Mallik (19xx -19xx) NA NA

12 Mr. K.A. Murad (19xx -19xx) NA NA

13 Dr. S. Mujtaba Karim (19xx -19xx) NA NA

14 Mr. Sibghatullah Khan (19xx -19xx) NA NA
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15 Mr. Ziauddin (19xx -19xx) NA NA

16 Dr. Janak Devi Dheer (19xx -19xx) NA NA

17 Dr. Ashfaq Ali Khan (19xx -19xx) NA NA

18 Dr. Ms. Nasreen Ateqad (WC) (19xx -19xx) NA NA

19 Dr. Mahendra Kumar Sharma (19xx -19xx) NA NA

20 Dr. K. Rama Reddy (19xx -19xx) NA NA

21 Mr. D. S. Parmar (19xx -19xx) NA NA

22 Dr. M. Zubair Ahsan (19xx -19xx) NA NA

23 Dr. P. L. Kapoor (19xx -19xx) NA NA

24 Dr. Y.P. Kulshreshta (19xx -19xx) NA NA

25 Mr. M. P. Singh (19xx -19xx) NA NA

26 Dr. Charanjit Singh (19xx -19xx) NA NA

27 Prof. G. S. Sanyal (19xx -19xx) NA NA

28 Dr. M. Y. Ansari (19xx -19xx) NA NA

29 Mr. A. A. Khan (19xx -19xx) NA NA

30 Dr. S.F. Mohd (19xx -19xx) NA NA

31 Mr. M. A. B. Khan (19xx -19xx) NA NA

32 Mr. J.P. Gupta (19xx -19xx) NA NA

33 Dr. Yogendra Kumar (19xx -19xx) NA NA

34 Dr. A.K. Ansari (19xx -19xx) NA NA

35 Dr. Raziuddin Siddiqui (19xx -19xx) NA NA

36 Dr. Sisir Gupta (1950-1954) NA NA

37 Dr. Rohtash Kunwar Tyagi (1954-1956) NA NA

38 Dr. Asoke Nath Mitra (1955-1960) NA NA

39 Prof. Putcha Venkateswarlu (1954-1961) NA NA

40 Dr. Harnam Singh Hans (1958-1963) NA NA

41 Dr. G. N. Rao (1963-1965) NA NA

42 Dr. Ayodhya Prasad Sharma (1958-1966) NA NA

43 Dr. M. Yasin (1964-1967) NA NA

44 Prof. Mohammad Shafi (19xx-1991) (1985-1988) (1967-1970)

45 Prof. Rais Ahmad (1964-1974) (1964-1974) (1972-1974)

46 Dr. Zahid Hussain Zaidi (1968-1971) NA NA

47 Dr. D.C. Sarkar (1951-1971) NA NA

48 Dr. PucadyilIttoop John (1969-1972) NA NA

49 Dr. S.G. Ganguli (1964-1974) NA NA

50 Dr. A. K. Jalaluddin (1968-1977) NA NA

51 Dr. S. Fazal Mohammad (1950-1983) NA NA

52 Prof. M. L. Sehgal (1963-1985) (1984-1985) NA

53 Prof. S. M. Razaullah Ansari (1969-1993) NA NA

54 Prof. A.V. Jafri (1959-1993) NA NA

55 Prof. R.S. Yadav (1960-1993) NA NA

56 Prof. B.N. Khanna (1964-1993) (1991-1993) NA

57 Dr. M. Z. Ahsan (1965-1993) NA NA

58 Dr. M.K. Sharma (1961-1994) NA NA

59 Prof. M. Zillur Rahman Khan (1954-1995) (1974-1984) (1977-979)

60 Prof. M. S. Swami (1969-1984) (1984-1984) (1979-1981)
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61 Prof. Mirza Sayeed uz Zafar Chaghtai (1969-1997) (1993-1996) (1996-1997)

62 Prof. Rana Janardan Singh (1968-1997) NA NA

63 Prof. Israr Ahmad (1961-1998) (1988-1991) NA

64 Dr. M. Akhtar Alvi (1991-2000) NA NA

65 Prof. Jawad Hasan Naqvi (1963-2001) (1996-1997) (1999-2001)

66 Prof. Raghubar Dayal (1968-2001) NA NA

67 Dr. Arshad Ahmad (1966-2002) NA NA

68 Prof. Ashok Kumar Chaubey (1965-2004) (2003-2004) NA

69 Prof. Syed Mohammad Abul Hashim Rizvi (1965-2004) NA NA

70 Dr. P. K. Verma (1966-2004) NA NA

71 Prof. Yogendra Kumar (1970-2004) NA NA

72 Dr. Farhan Mujeeb (1971-2004) NA NA

73 Dr. T.S. Gill (1973-2005) NA NA

74 Dr. Habibul Haq Ansari (1998-2005) NA NA

75 Prof. Rajeshwari Prasad (1969-2006)
(1997-1999)
(2002-2003)

(2005-2006)

76 Prof. Jagdish Prasad Srivastava (1973-2006) NA NA

77 Prof. Mohammed Irfan (1976-2010) (2004-2007) NA

78 Dr. Abu Shaz (20xx -20xx) NA NA

79 Prof. Mohammad Zafar (1970-2011) (2007-2010) NA

80 Dr. Q. N. Usmani (19xx -19xx) NA NA

81 Prof. K. A. Mohammed (1977-2011) NA NA

82 Prof. Sri Krishna Singh (1979-2011) (1999-2002) (2003-2005)

83 Dr. Ms. Fauzia Mujeeb (WC) (1971-2012) NA NA

84 Mr. Badre Alam (1978-2012) NA NA

85 Prof. M. Shafikuddin Mollah (1999-2012) NA NA

86 Mr. Subodh Kumar Gupta (1972-2013) NA NA

87 Dr. Ms. Sabra Khatoon (WC) (1987-2013) NA NA

88 Dr. Sanjeev Kumar Verma (20xx -20xx) NA NA

89 Dr. Rashid Hasan (1975-2014) NA NA

90 Prof. Zafar Ali Khan (1975-2014) NA NA

91 Dr. Mushtaq Ahmed (1982-2014) NA NA

92 Prof. Wasi Haider (1970-2014) (2010-2013) NA

93 Mrs. Nikhat Bano (WC) (1977-2015) NA NA

94 Prof. Rahimullah Khan (1977-2015) (2013-2015) (2015-2015)

95 Prof. Abdul Qayum (1978-2015) NA NA

96 Dr. Abdur Rahim Khan (1979-2015) NA NA

97 Prof. Shafiq Ahmad (1983-2016) NA NA

98 Dr. Syed Rafi Ahmad (2014-2016) NA NA

99 Prof. Mohammad Shoeb (1984-2017) NA NA

100 Prof. Mohammad Afzal Ansari (1984-2017) (2015-2017) NA

101 Dr. Iqbal Ahmad Ansari (1991-2019) NA NA

102 Prof. Tauheed Ahmad (1995-2019) (2017-2019) NA

103 Prof. Badruddin (1995-2019) NA NA

98



Dept. of Physics, AMU Physics Bulletin-2025

Statistical Summary (2012–2024)
During this period, a total of one hundred and three teachers retired/quitted from the department. Among them,
twenty five had the privilege of serving as Chairman of the department, while ten held the esteemed position of
Dean, Faculty of Science.

Reference
100 years of the Faculty of Science. Aligarh Muslim University (1920-2020) published by AMU, Aligarh, 2021.
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